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Some practicalities

Module assessment

There are several components to the assessment of the second part of this module.

A. Three "required" exercises will be completed. The exercises are designed to assess whether you have reached a certain standard in relation to specific learning objectives. These cover practical statistical skills (EDA, reliability, power). Each of these exercises contributes zero (yes, zero) marks to your module mark. The exercises on practical skills are worked on during the practical sessions in weeks 7-9, and you will be able to ask for help with them. The aim is to ensure that everyone reaches a basic standard in these areas. The exercises R1, R2, R3 are detailed in this booklet.

B. One examination in January. This covers the statistical material outlined above, critical evaluation of research, and also covers ethical and professional issues. This contributes 50% to your module mark. Past exam papers for this module are a fair guide to this examination.
Structure of the exam

    Eight questions; 2 hours

4 at 15 marks

EDA

Reliability and validity

Qualitative methods

Sample size, power, effect size in the context of research planning

4 at 10 marks

3 on methods (critical evaluations of research studies)


2 studies from Dunbar (2005), with slightly different questions


1 study published recently

These three questions may be quite long (a paragraph or so of text), because they will describe the study. This is so that the question is relatively self-contained. In other words, you are not expected to have read the original papers, although you will need to have read and be familiar with the case studies and their solutions to do well in the exam.
1 on ethical/professional issues; taken from Dunbar (2005), with a slightly different question. See cross-reference chart on p. 159 to see the possible candidate studies. You will need to be thoroughly familiar with these case studies, because the question will not contain detail of the case study.
General Criteria for assessment are discussed in a general way in the booklet "Writing and Assessment in Psychology", available online. In brief, work should be accurate, careful, reflect thought and evaluation, demonstrate evidence of thorough preparation and understanding, be clearly and concisely written, and address the question or task that was set in a focused way.

Feedback to you

Required Work Within four weeks of the deadline, academic guidance will be provided in a general form (as summary notes indicating typical areas of strength or weakness). There may be individual comments noted on your copy of this general academic guidance. In these exercises, the aim is to develop and consolidate your understanding through the process of performing the exercise. You can ask for guidance and feedback during practical classes to help you complete the task. Your aim should be to use the opportunities for guidance in the practical to ensure you understand the material.

Exam Within four weeks of the January exam, you will be given your mark individually through an online feedback page. I recommend reviewing your notes and the case studies solutions immediately after the exam.
Reminder: if you fail to complete part of the assessment, as well as losing any marks, you can be set additional tests, possibly including exams, or in extreme cases even asked to withdraw from the degree programme. This can also happen in the case of very poor attendance. See the Guidelines for Assessment (there's a copy in the Student Handbook).

Classes and workload

There are classes throughout the module.

In weeks 6- 9 there will be a lecture on Friday afternoon (but check the room on your timetable because that sometimes gets changed at the last minute). The lectures are used to communicate and illustrate key concepts. In week 10, there is no lecture on Friday afternoon. Instead, an online 'video' lecture (on qualitative research methods) has been recorded that you can download and view.

In weeks 7-10 there will be a practical session in H148a. For these practicals you will be divided into four groups, each attending at a different time. Sessions will typically last 1 hour 30 mins. Please aim to log out by the end of your session so that the computers are free for the arriving class. You must attend with the group to which you are allocated. If you are unable to attend the time to which you have been allocated for a good reason (e.g. child care arrangements, timetable clash, medical appointment) you must let me know. It is extremely important that you prepare in advance for these sessions as indicated.

An online 'video' revision lecture has been recorded that you can download and view as you prepare for the exam.

I will have an office hour each week in H133 (see my office door for details; the day and time may vary; currently it is Friday 10-11am), and time is usually left at the end of lectures for individual students to ask questions. My email address is G.L.Dunbar@warwick.ac.uk. Please always include the module code (PS215) in the subject line e.g. "Subject: PS215 anova question". Please always use your Warwick email account, or I may not read it.
Reading

It cannot be emphasised too strongly - you must do the basic reading. This booklet is just notes, no more. See the Guidelines for Reading Availability (in the Student Handbook) for some help on what to do if you have difficulty getting hold of material. Reading is given week by week in a section at the back of this booklet. You should also be prepared to search for and dig out additional sources of material, something that is emphasised more and more as you progress on to project work next term, and on again into the third year.

In particular, you will need to study my book on research methods cases studies to prepare for a major part of the January exam. This book is available through the Library as an electronic book.
Module web pages and getting hold of data files

For each practical class exercise, there are data files and other materials. You can download the files from the module resources web page at: http://www.warwick.ac.uk/~psrex/online.html
The quickest way to find it if you forget is probably to use Google to search for "Methods PS215 online".

Please do work through the tutorials that you will find there as the module is running. I would very much appreciate your views on the usefulness of the different resources.

NB: The lecture notes that follow are mostly (and deliberately) quite schematic. They just indicate the most central issues in each lecture that it is important to understand. Explanation and examples are given in the lecture and the basic reading. I believe that listening and note-taking are important skills in themselves, and that, in addition, learning to take good notes helps to develop your understanding of the material.

Introduction to this part of the module: data analysistc  \l 1 "Lecture 1: Introduction to the course: data analysis."
Three Questions

Q-What is the module about?

A- The module addresses the problem of evidential soundness in psychology.

We need to be sure that:

1. The methods we use to obtain measurements are clean (data hygiene);

2. The methods we use to evaluate measurements are sound (data analysis).

How can we get good data to evaluate our explanations? (Chapter 2 of Misanin & Hinderliter gives an elementary account of data collection issues - see list of references at the back of this booklet).

Q-What kinds of information will you get on the module?

A- You get information about data analysis:

I. How to carry out particular techniques;

II. The rationale underlying major techniques;

III. Information you need when you read journal articles to properly evaluate the claims they make. 

The rationale underlying a technique is its conceptual foundation. You need to understand enough that you can flexibly apply techniques to new data sets. Practically every data set is different. Every experiment generates something unexpected. Only if you understand the basis of methods can you learn how to adapt your stock of techniques to new data sets. You will also find that the better you understand the rationale underlying a technique, the easier it is to make good use of advanced textbooks that can guide you when you come across new data analysis problems.

In statistical theory, the rationale is in the end always mathematical. Statistical formulae in common use are justified by statisticians who present mathematical proofs to support their formulae. However, for this module you are not expected to be familiar with these detailed justifications. While you need to grasp some basic concepts, you don't need to be all that mathematically sophisticated.

Q-What are you expected to learn during the module?

A- The main thing is a practical skill: How to analyse a set of data. You should also learn about the principles of research design.

Methods II should help you understand & critically evaluate the Methods and Results sections of a journal article. In addition, Methods II has been designed to prepare you for project work in the second and third year.

IMPORTANT: These lecture notes briefly summarise key concepts. They cannot substitute for reading the module textbook and other material, and carrying out the preparation indicated on the module outline. You are responsible for ensuring that you do any necessary preparation and reading. This reading and preparation is essential for success on the module.

Data Analysis - Simple Hypothesis Testing

Data Analysis and Research

Data Models and Error

choose model


choose statistic

fit model to data


do calculation

assess significance

Model fitting is not essentially different from hypothesis testing. Rather, it is a different way of looking at hypothesis testing. It's useful to look at it this way because:

(a) it emphasises the way variance is partitioned into components attributable to different sources

(b) it lets us easily relate residuals to estimates of error

(c) it gives the background to introduce Exploratory Data Analysis

(d) it lets us see multiple regression as an extension of ANOVA

Data Analysis Template

(1) Exploratory Data Analysis


- general picture of the data


- accidental patterns or results

(2) Data Screening


- check statistical pre-requisites

(3) Data Repair


- transformations of data


- outliers


- missing data

(4) Analysis of Variance (or appropriate statistic) to Test Effects


- choose appropriate model

(5) EDA & Data Screening revisited: check residuals

(6) Carry out planned comparisons

(7) Use post hoc tests to make unplanned comparisons between group means

Week 6 Lecture – Data screening and Exploratory data analysis (EDA)tc  \l 1 "Week 2: Exploratory data analysis."
Exploratory Data Analysis
Exploratory Data Analysis

Lecture overview

· Data analysis template

· Exploratory Data Analysis (EDA)
· The role of EDA

· Doing EDA

· Interpreting EDA results

Discover patterns in data

· Why is it important to find patterns?

· What counts as a pattern? 

· What techniques can we use to find patterns?

· When can such techniques be used?

· How should the results be interpreted?

Data analysis template

· Exploratory Data Analysis

· Summary of the data

· Accidental and unexpected patterns

· Data Screening

· check for statistical hiccups

· Fit model eg. ANOVA & do specific tests

· Exploratory Data Analysis & Data Screening revisited: check residuals
The role of EDA
· Exploratory Data Analysis

Explore a data set

Use methods that help you understand the data


- to help you understand the events that generated the data


- to help you see what happened, sometimes in spite of your expectations

Simple example Class attendance and language learning
Bob: 10 classes; 100 words

Carol: 15 classes; 150 words

Dave: 12 classes; 120 words

Ann: 17 classes; 170 words

Steve: 13 classes; 95 words
Recognising patterns
EDA supplies statistical techniques

Data Analysis (DA)

· DA can't be done mechanically

· Often there has to be a "creative" element

· Conventional DA is in a sense idealistic

· Trade-off between

"ideal" experimentation v. ecological validity

· Sometimes questions are tentative

· We need data analysis skills that allow data to speak to us despite our expectation

More interesting example
NameMapper
NameVoyager
Variable


Method used to represent

Time



horizontal axis 

No. / billion babies

vertical axis

Sex



colour hue

Rank in 2007


colour saturation

Name



label

Detail



pop-up, click thru

Confirmatory vs. exploratory data analysis

· tests a hypothesis

· settles questions

(Inferential statistics)

· finds a good description

· raises new questions

(Descriptive statistics)

What is data?

· A bunch of numbers (usually)

· Each number summarises some property or event of interest

e.g. 18

· Age, Beck Depression Inventory (BDI) score, Income in £’000s

· Data: lots of numbers 

· e.g. 18, 24, 43, 22, 37, …

Is there a pattern?

Data reduction – fewer numbers

· Summarise proportion
27 / 48 children in class A are boys

16 / 23 children in class B are boys

Re-presented: 56% of class A, 69% of class B are boys

· Summarise change
Before: 
112, 134, 121,   97

After:
116, 132, 140, 108

Change:
    4,    -2,   19,   11

Simpler descriptions are better

  "Anything that looks below the previously described surface makes the description 
more effective"                    Tukey (1977)

Revealing patterns

· Raw data is hard to understand

· EDA provides ways of presenting data that make the data easier to understand

· Example of Lord Rayleigh's research on the weight of nitrogen

· used a chemical compound to isolate a fixed amount of nitrogen

· repeated this experiment 15 times

Box & whisker plot

dot plot

Two separate box & whisker plots

Technique

· Find a graph that shows clearly that the data can be divided into two different groups

· Appropriate representation depends on your practical goal

Precise descriptions are better

· "Most of the key questions in our world sooner or later demand answers to "by how much?" rather than merely to "in which direction?"
(Tukey, 1977)

· Hick's Law

· Choice Reaction Time experiment

· RT increases with number of possible response alternatives

Interpreting EDA

Multiplicity

Unlucky minutes (2005-9)
Interpreting EDA

· Summarise the results

· Discover unanticipated results

· new line of research, new experiment

· qualify conclusion from the present study

· Generate hypotheses
· Check assumptions

· qualify conclusion from the present study

· address anomalies
· Not (or, rarely) a definitive conclusion
The best use of a pattern discovered by exploratory work is often as the germ of a further experiment. Confirmatory data analysis settles questions, exploratory data analysis raises new questions for investigation. Effective research requires both.

Practical week 7

Using EDA for data screening in simple & multiple regression
Visualisation: NameVoyager, NameMapper
Worksheet

PS215 Methods in Psychology

Data Screening and Exploratory Data Analysis (EDA) practical
 

Please just begin the exercises when you arrive. You will almost certainly not have time to complete this worksheet during the class. Please finish it later.

(1) Data screening: Anscombe data set
Summary Carry out four 'simple linear regressions', extract the regression equations from SPSS output, and then visualise the data with a scatterplot. This (artificial) dataset is very well known, and illustrates the importance of thinking about the data before fitting a model.

Aim: To see how important it is to screen data before applying inferential statistics.

Elementary techniques used in Exploratory Data Analysis allow you to visualise your data easily. This first exercise emphasises the importance of looking at the data before applying standard inferential statistical methods. Methods such as regression make assumptions about the form of the data analysed. Straightforward techniques for visualizing data allow you to quickly check whether there are serious departures from those assumptions.

· Download the data from http://www.warwick.ac.uk/~psrex/workshopEDA.html
· Open SPSS

· From the 'Analyze' menu, select 'Regression', and from that choose 'Linear'.

· Request the linear model be fitted to the first pair of variables by selecting x1 as the Independent variable (IV), and y1 as the Dependent variable (DV). Click OK.

The SPSS output consists of several tables. The last is the one that contains the numbers we need to complete the regression equation (y = mx + c). The values are found in the column headed "B". These are termed regression coefficients. There is one value for the constant ('c'), which = 3 in this case, and one for the explanatory variable (IV) ('m'), which = 0.5 in this case.

So, the first regression equation is

Y1 = 0.5 X1 + 3


(y = mx + c; equation of a straight line with gradient 'm', that cuts the y-axis at 'c')

	Coefficientsa

	Model
	Unstandardized Coefficients
	Standardized Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	
	

	1
	(Constant)
	3.000
	1.125
	
	2.667
	.026

	
	x1
	.500
	.118
	.816
	4.241
	.002

	a. Dependent Variable: y1
	
	
	
	


Repeat this for the other three pairs (x2, y2; x3, y3; x4, y4) with x as IV and y as DV. Write down each regression equation. What do you notice about the regression equations?

Now carry out scatterplots, one for each pair, with x along the x-axis, and y along the y-axis.

(Graph menu, Legacy dialogues, Scatter, Simple – define). You do not need to submit these.
What do the scatterplots suggest about the appropriateness of the linear model for each data set?

The following website illustrates the Anscombe dataset, and explains the patterns a little.

http://www.itl.nist.gov/div898/handbook/eda/section1/eda16.htm
Simple Linear Regression

Linear regression is used to account for the values of a dependent variable (the outcome score or measure you are trying to explain or predict) using one independent variable (also termed a predctor or explanatory variable). 

The model is a regression equation (c + mX) where m is the regression coefficient for the predictor variable X, (cf. the equation of a line).

Multiple Regression.

Multiple regression is just like simple linear regression, except that more than one independent, or predictor, variable is included in the model.

The model is a multiple regression equation (c + mX + nY + pZ) where m, n, p are the regression coefficients.

What do the regression coefficients mean?

A regression coefficient estimates the marginal effect of a variable. That is, the influence of that variable on the outcome (the dependent variable, the score) when all other variables in the model are held constant. The sizes of regression coefficients and their significance level depend on which other variables are included in the model.

(2) NameVoyager
http://www.babynamewizard.com/voyager (this site is quite ad–heavy, so may be slow to load)
Summary The exercise has two aims. The first is to look at some modern tools for visualising very large datasets. The second is to see that EDA can lead you to generate hypotheses. Good hypotheses, from our point of view, are linked to psychological theory. View data using the NameMapper and NameVoyager tools demonstrated in the lecture. See if you can spot any patterns, and try to generate hypotheses that might explain the patterns.

· Work out how to generate graphs in NameVoyager (it is easy, just type in the letters of a name)

· Look at Victoria and Victor (you type in VICT)

What pattern do you observe?

Can you suggest any possible explanations for that pattern?

Pick one of the possible explanations, and link it, briefly, to some psychological theory you are familiar with.

Type in another name you are interested in. It might be your own name, the name of a family member, or your favourite singer.

What pattern(s) do you observe?

Can you suggest any possible explanations?

Pick one of the possible explanations, and link it, briefly, to psychological theory you are familiar with.

Surf over to NameMapper (http://www.babynamewizard.com/name-mapper - there is a link on the NameVoyager site). NameMapper breaks down the name data geographically. GIS, Geographical Information Systems, are an important area of current development in data analysis. Sites like NameMapper are, obviously, at the informal end of the spectrum, but what it does is as sophisticated as more elaborate GIS tools – they project data onto a geographical representation, a map.

· Type in the name Victoria
· In the Map view, use the slider to examine the pattern over time. Make a note of any pattern that strikes you. (Hint, watch New Mexico.)

· In the Timeline view, explore relationships with income and political affiliation across states.

Do you notice any patterns? That is, is Victoria more popular in certain kinds of state than others? Are any differences between states greater in earlier periods than later periods?

Click on the "Super Multimap" button. Pass your cursor over each map. What do you notice about New Mexico? Describe the patterns you observe between 1967-1994; 1995 – 2000; 2001-2007.

Generate two hypotheses that might explain any patterns you see in the geographical distribution.

Further reading

The following study looks at the influence names may have on the people who bear them. Dunbar (2005) includes a brief summary, and critique.
Pelham, Mirenberg, & Jones (2002) Why Susie sells seashells by the seashore: Implicit egotism and major life decisions. Journal of personality & social psychology, 82, 469-487.

Chapter 6 of the wonderful Freakonomics takes a very sharp look at naming and its relationship to status, fashion, and identity, from the perspective of an economist. Perfect reading for a train journey.

Levitt & Dubner (2005). Freakonomics. London: Allen Lane.
 

Does personality vary with place?

A recent article described the distribution of personality characteristics across the USA. [http://www.apa.org/news/press/releases/2013/10/regions-personalities.aspx]
Week 7 Lecture (H052) - Psychological Testingtc  \l 1 "Week 2: Exploratory data analysis."
"Validation is inquiry into the soundness of the interpretations proposed for scores from a test." (Cronbach 1990: 145).

Reliability - how consistent the scores produced by a test are.

Psychological testing occurs widely, being used particularly in personnel selection, in clinical settings and in education. The decisions that test results influence can have a large effect on the applicant, the employee, the client. It is a matter of considerable ethical and practical importance to be sure we use tests appropriately, and that tests are constructed to be accurate and fair.

Reliability & Validity

Overview for this lecture
· Ethical considerations in testing

· Reliability of tests

· Split-half reliability

· Validity of tests

· Reliability and validity in designed research

· Internal and external validity
What assurances would you expect about a test that was applied to you?

Ethics – developmental role for a test


- personal decisions




- career




- choice of therapy



- personal development targets




eg learning styles & study practices

Psychological Testing

· Occurs widely …

· in personnel selection

· in clinical settings

· in education

· Test construction is an industry

· There are many standard tests available

What constitutes a good test?

Working assumption - a test is:



a set of items




questions, pictures, …



to which an individual responds




rating, comment, yes/no ….

The responses to these items are added up (combined in some way) to create an overall score that assesses one psychological construct
The Warwick Sweetness Scale







       1, 2, 3, 4, 5

How much do you like sugar in coffee?

How much do you like toffee?

How much do you like ice-cream?

How much do you like pudding?

How much do you like chocolate cake?

How much do you like honey?
Reliability

consistency

Test-retest reliability

Parallel forms reliability

Split-half reliability

Intraclass correlation (ICC, Cronbach’s alpha)

Inter-rater reliability (kappa, ICC)

Split-half reliability

· Split test in two halves – do you get similar scores on the halves?


- Separate sub-totals for odd and even items (for each subject)


- correlate these subtotals (rhalf)

· Adjust the reliability estimate with the Spearman-Brown correction

rtest = (2 * rhalf) / (1+ rhalf)

Reliability v. accuracy
Can be reliable but not accurate
Validity

Interpretation; link to reality

The relationship between test scores and the conclusions we draw from them.
"The degree to which evidence and theory support the interpretation of test scores entailed by proposed use of tests." (AERA/APA/NCME, 1999)

IQ tests – “intelligence”

Personality tests – “personality”
"Validation is inquiry into the soundness of the interpretations proposed for scores from a test" Cronbach (1990, p. 145)

· Face validity

· Content validity

· Construct validity

· Criterion validity

Face validity

· Does a test, on the face of it, seem to be a good measure of the construct

 E.g., how fast can a particular car go?

· time it over a fixed distance

(  Direct measurement of speed has good 
  face validity

The bishop / colonel question

Content validity
Does the test systematically cover all parts of the construct?
Construct validity

Measuring things that are in our theory of a domain.

e.g. engine power propels car
· A construct is a mechanism that is believed to account for some aspect of behaviour

· working memory

· trait introversion/extroversion

· E.g., children's spelling ability in native language is correlated with learning of second language

The construct is sometimes called a latent variable


You can’t directly observe the construct


You can only measure its surface manifestations
Assessing construct validity
Convergent validity

· Agrees with other measures of the same thing
Divergent validity

· Does not agree with measures of different things




 



(Campbell & Fiske, 1959)
Criterion validity (predictive validity)

A test has high criterion validity if it correlates highly with some external benchmark

· e.g. spelling test predict learning 2nd language

· e.g. "Bishop/colonel" test might predict good cleaners

Graphology for job selection

· Candidate writes something: Validity = .18

· But untrained graphologists, too…

Candidate copies something:





Validity = none

Schmidt & Hunter (1998) in Psychological Bulletin, 124, 262-274

Reliability limits validity

· without reliability, there is no validity

· Measures of validity cannot exceed measures of reliability

                        validity ≤ reliability

Replicability

Can the result be repeated?

Drachnik (1994)


43 children abused; 14 included tongues


194 not abused – only 2 …


d = 1.44
Does it replicate?

Chase (1987)


34 abused, 26 not abused
d = 0.09

Grobstein (1996)


81 abused, 82 not abused
d = 0.08

Internal validity



Are there flaws in the design or method?



Can the study generate data that allows suitable conclusions to be drawn?

External validity



How well do the results carry over from sample to populations? How well do they generalise?

Lecture Overview

· Ethical considerations in testing

· Results can be used to make important decisions, is the test good enough to justify these?

· Reliability

· Test-retest; internal consistency (Split-half)

· Accuracy; specificity & sensitivity

· Validity

· Face, content, construct, criterion

· Divergent & convergent

· Reliability and validity in designed research

· Internal and external validity

Standard scores [not in the lecture]

The z-score (for an observation) is calculated by dividing the difference between the score and the mean by the standard deviation.

z-scorei  = (scorei  – mean) / standard deviation

Cronbach (1990, ch4, p.116) shows in detail how to convert scores in this way. (Note: z-scores are a special case of standardised scores: z-scores are scores standardised on to a new mean of zero and a new SD of one.)

Week 8 Practical: Reliability

Worksheet

PS215 Methods in Psychology

Week 8 Reliability & validity practical
 

You will almost certainly not have time to complete this exercise during the class. Please finish remaining parts later. Do read the briefing document before starting. It explains the background to the Dyslexia study and identifies the variables used.
(1) Dyslexia data set: test-retest reliability
Summary Test – retest reliability. Correlate the successive pegboard tests. Correlate them with each other, and each with the outcome variable.

· Download the data from http://www.warwick.ac.uk/~psrex/online.html

· Open SPSS

· From the 'Analyze' menu, select 'Correlation', and from that choose 'Bivariate'.

· Select the pegboard tests as variables

The pegboard tests are numbered, to reflect the order they were carried out in. The same test, repeated over again, a few times.

What do you notice about the correlations? Are they larger or smaller for tests that were carried out more closely in time?

How strongly do the individual tests correlate with the mean of all five tests? Is there an advantage to averaging across measurements?

 (2) Dyslexia data set: predictive validity
Summary The aim of the exercise is to examine which of the tests has predictive validity for the measure of reading difficulty (RAD).

· Correlate BPVT (raw), mean pegboard score, and non-word repetition, respectively, with RAD

Record your observations

Does predictive validity imply a causal relationship between a measure and the outcome? Explain your answer.

(3) Twotest dataset: internal consistency
Summary Calculate two estimates of internal consistency, using the split-half reliability coefficient, and then Cronbach's alpha.

· Download the data from the module web page ('twotest')

This dataset consists of scores for seven participants on the six items of the Warwick Sweetness Scale (WSS).

1. Calculate each participant's total score on the WSS.


Use the 'Compute variable' tool from the Transform menu.

2. Calculate the split-half reliability coefficient for the WSS. Include a Spearman-Brown correction.


Refer to your lecture notes for the way to calculate split-half reliability by calculating subtotals for each participant, correlating these, and then applying the Spearman-Brown correction.

3. Use the Reliability tool in SPSS to calculate Cronbach's α (alpha) coefficient.


Use the demonstration on the module web page as a guide [you need headphones to hear the voiceover in the computer lab]. The first part of the 'video' covers item correlations. If you want to skip to Cronbach's alpha... just skip by dragging along the timeline at the bottom.
Note the values of the split-half reliability coefficient, and Cronbach's alpha:

4. Explain what the split-half reliability coefficient ad Cronbach's alpha show us.

5. Make suggestions for improving the reliability of the WSS.

6. Calculate z-scores (standard scores) for the total test scores.


You can do this through 'Analyze / Descriptive statistics / Descriptives' – Look for the wee checkbox bottom left.

7. What does a z-score mean? When might z-scores be useful?

8. Correlate the z-transformed scores with the raw totals. What do you notice?

Learning objectives to aim for:

By the end of this week's work (lecture, practical, reading) you should have a fairly specific idea how to set about evaluating the reliability and validity of a scale, know that reliability and validity have different facets, facets that can be evaluated in different ways. 

.

 Week 8 Lecture (H052) – Research planning
Research planning
Planning v. evaluating research

To a large extent, the same thing

Plan a study so that it is capable of yielding data that could possibly allow you to draw a relevant conclusion from the data

Evaluate other studies to check that the conclusions they claim can be drawn from their data really do follow

Summary
Quality of the research question



link to previous theory (theories)



precision

Design and ‘causal’ research questions

Power

Sample size

Effect size

Confidence intervals

Imaginary study
Research question

Do second year students have a ‘sweeter tooth’ than third year students?

· Give WSS to a sample of current y2 and y3 psychology students.

· Predict, My2 > My3
Any good as a research question?
Could be made into a better question
Link the research question, in a specific and precise way, to previous research

Causal conclusion?
Can’t make a causal conclusion


because:



quasi-experimental design

There may be other differences between second and third year students than just year of study  

… so if result is My2 > My3
Could be because loss of brain stuff due to ageing reduces need for sugar

Or, it could be that:

- larger class size drives you to sugar

- living on campus puts you off sugar

   …
Design of study limits conclusions
Experiment, with random allocation of participants to conditions



( could allow a causal conclusion

Quasi-experiment, or correlational study


( no causal conclusion yet

Directness of measures
Year of study (2 versus 3) is our IV

However, “Year” is standing for the amount of neural material (one hypothesis says it is lost, the other says it is gained)

Ideally, we would measure that directly.
What if there is no significant difference in a piece of research?
What can you conclude?

power
Probability that any particular (random) sample will produce a statistically significant effect

Eg. power = 0.9

( 90% chance of detecting an effect if there really is an effect
make it easier to detect an effect
Test of F-ratio for ANOVA

F =
making it easier to detect an effect
F =
Power and sample size
All else being equal, to get more power you need more participants
Small samples
· Fewer repetitions of measurement

· less reliability

· Anomalies can have more influence




More likely to be quirky

Sample size – ethical issues
Too small a sample



-- can’t detect significant effects




( waste all participants’ time

Too large a sample



-- waste resources



-- waste the extra participants’ time

Sample size – practical issues
Resources


Time


Cost of running each participant

Availability


Clinical populations are often small


Access can take time & require permission

Choosing an appropriate sample size
Shortcut

Base sample size on previous research

(but make sure the previous research is of high quality!)

if you know the effect size and the variance of your measurement, it is possible to calculate the sample size needed

Effect size 

Do year 2 like sweet things better than year 3?

Should we order more sugar for the café?

My2 = 42, 
My3 = 40






Effect size = 42 – 40 = 2

Statistical significance: p < .05

Practical (‘clinical’) significance: is there an effect that matters?

Significance level (p-value) & sample size



a very large sample can detect tiny effects



a small sample can miss even a large effect

standardised effect size 

d
=
 M1 – M2




M1 and M2 are the respective population means


is an estimate of population sd.
These concepts are inter-related
Desired power ↑



N ↑

Acceptable p-value ↓


N ↑
Effect size to detect ↓


N ↑
Reliability of measures ↓


N ↑
Other error variance ↑


N ↑

Confidence intervals (CI)
p-value: is the difference significant?

CI

Is the difference significant?

What is the effect size?

How well have we estimated the difference?

Confidence interval
A range of effect sizes, with the most likely effect size in the middle

CI95 = 2.37 (1.5 – 3.24)

95% CI ( 5% p-value tested

If the interval includes 0, the difference is not statistically significant.

Confidence intervals (CI)
Is the difference significant?

What is the effect size?

How well have we estimated the difference?

Summary
Quality of the research question



link to previous theory (theories)



precision

Design and ‘causal’ research questions

Power

Sample size

Effect size

Confidence intervals

tc  \l 1 "Week 2: Exploratory data analysis."
Practical week 9: Research planning

The aim of this practical is that you should understand that research designs with low power are bad for the researcher. The first two parts of the practical aim to consolidate the concepts of effect size and confidence intervals. These 
Worksheet

PS215 Methods in Psychology

Week 9 Research planning practical
 

You will almost certainly not have time to complete this exercise during the class. Please finish remaining parts later.

(1) Effect size using the Dyslexia data set
Summary Calculate effect sizes, d, using the pegboard variables.

· Download the data, if you haven't done it already, from http://www.warwick.ac.uk/~psrex/online.html

· Open SPSS

· Calculate the means (M) and standard deviations (SD) so that you can calculate d:

(a) For each pair that were one step apart in time

(b) For each pair that were three steps apart in time

                Hint: the SDs you need are pooled SDs

Record the effect sizes. What do you notice about the effect sizes?

(2) Confidence intervals using the Dyslexia data set
Summary Calculate 95% and 99% confidence intervals on the difference between Normal and Poor readers, for BPVTraw, Non-word repetition, and Pegboard average.

· Analyze/ Compare means/ Independent samples t-test

· Set Gouping variable to Readcat (you have to 'define' this to have values [1, 2] )

· Select the three DVs as test variables

· You can adjust the CI % by clicking 'Options'

 Record the confidence intervals, and p-values.

(3) ESCI
Summary The aim of the exercise is to see the inter-relationship between power, acceptable p-value, effect size, measure variance, and N. And how that affects confidence intervals when you actually get round to running your experiment.

· Download the ESCI Excel worksheet from http://www.warwick.ac.uk/~psrex/online.html 

· Open it using Excel. This worksheet is intended for Excel 2003, and is known to work less well with Excel 2007

… unfortunately we 'upgraded' to Excel 2007 over the summer. It should work all the same, but you may find this works better on your own computer, if you have Excel 2003.

Click on the tab for "Fig. 1". This is a figure from an article, presented to you in interactive form. In the left panel, there is a set of controls. They come with help, so if you hover the cursor over the little red triangles, an explanation of the control pops up. These explanations are very clear, and helpful. So, although the left panel looks busy, just take your time, take it a step at a time. We won't use the right hand panel until later (it is the best bit).

Ok, so take a minute or two to look at the left panel controls. There are six little panels.

1. What is the real difference (the difference in the population) that you would expect to be able to detect [μdiff]? And the variance of your measure [σ]?

2. n – the number of participants in each group (we're comparing two groups)

3. Refers to the right-hand panel; we'll play with this a little later. If there is anything in the right panel, click 'Clear'.

4. Also refers to the right-hand panel

5. Set the p-value: .05 is "95% confidence interval"; .01 is "99% confidence interval"

6. We won't change this. It sets the difference (μdiff) that represents a null result. For the sake of this practical, we'll just settle on the psychology norm, that the null hypothesis is a difference of zero. That should be what you see: H0 = 0. This panel also shows you the power of the study, given all the other settings. Remember that power is the probability of detecting an effect, if the effect is really there (given a random sample to test). This panel also reports 'population effect size'. That's d (the panel uses the Greek 'delta') ie. μdiff / σ (see panel 1 for σ and μdiff).

We want to see how power, N, and the other parameters, inter-relate.

Set:

. μdiff = 8

. σ = 10

[so d = 8/10 = 0.8; check little panel 6 to make sure it worked it out right]

. p = .05
[panel 5]

Now, go back to panel 2, and adjust the sample size until power = 0.7, then 0.8, 0.85, 0.9

Given the values for the effect size, measure variance, and acceptable p, what is the required sample size for each level of power?
Power

n
0.7

0.8

0.85

0.9

Reflect for a few moments. How many participants would you want to test? If each cost you 10 minutes to test? If each cost two hours? Think about this in the context of your risk that you would miss a real effect, even if it was there.

Set:

. σ = 20

[everything else as it was]

Now, go back to panel 2, again, and adjust the sample size until power = 0.7, then 0.8, 0.85, 0.9

Given the values for the effect size, measure variance, and acceptable p, what is the required sample size for each level of power?
Power

n
0.7

0.8

0.85

0.9

How does increasing measure variance affect the necessary sample size to detect an effect?

Set:

. μdiff = 16
[bigger effect size, twice as big]

. σ = 10

[back to 10]

Now, go back to panel 2, again, and adjust the sample size until power = 0.7, then 0.8, 0.85, 0.9

Given the values for the effect size, measure variance, and acceptable p, what is the required sample size for each level of power?
Power

n
0.7

0.8

0.85

0.9

How does a larger effect size affect the sample size required to detect the (darned) effect?

OK so now let's go for a stricter p-value, with the original effect size and measure variance. By now you could probably guess what that's going to do to the required sample size.

Set:

. μdiff = 8

. σ = 10

[so d = 8/10 = 0.8; wee panel 6 should confirm]

. p = .01
[panel 5]

Now, go back to panel 2, and adjust the sample size until power = 0.7, then 0.8, 0.85, 0.9

Given the values for the effect size, measure variance, and the now more strictly specified p, what is the required sample size for each level of power?
Power

n
0.7

0.8

0.85

0.9

(4) ESCI more

(a) Set:

. μdiff = 8

. σ = 10

[so d = 8/10 = 0.8; wee panel 6 should confirm]

. p = .05
[panel 5]

. n = 8

What is the power?   …………………

Ok, so now we'll play with the right-hand panel. The worksheet lets us run a 'real' experiment, using the values specified in the left panel. It randomly samples data from two populations with μdiff and σ, as specified. It then constructs a confidence interval on the obtained difference in the sample. When we specify n, we determine how large, or small, the sample will be. 

To run one new experiment, at our tiny sample size of 8, click 'New experiment' [panel 3]. The worksheet creates a random sample, constructs the confidence interval for the sample, and displays it graphically in the right-hand panel.

Here, we have specified a large-ish effect size. The effect really is there. The chances of any given sample detecting it = power.

Run several experiments by clicking 'New experiment', at least 10 or 20.

Make a note describing how many samples actually detected the difference (ie. gave p < .05). In each of those cases, look carefully at the graphical representation of the CI, and make sure you understand that it does not include zero. And why that is relevant. Note also the largest and smallest exact p-values from among all the experiments you 'run'. Either one of these could have been your p-value, if you ran your experiment just once, with just 8 participants in each group.

(b) Set:

. μdiff = 8
[same as before]

. σ = 10

[..as before]

. p = .05
[as before]

. n = 32
What is the power?   …………………

Run several experiments by clicking 'New experiment', at least 10 or 20.

By now, you should be expecting larger samples to produce lovely narrow confidence intervals.

Make a note describing how many samples actually detected the difference (ie. yielded p < .05). In each of those cases, look carefully at the graphical representation of the CI, and make sure you understand that it does not include zero. And why that is relevant. Note also the largest and smallest exact p-values from among all the experiments you 'ran'. Either one of these could have been your p-value, if you ran your experiment just once, even with 32 participants in each group, and a real population effect size (d) of 0.8.

Compare the width of the CIs for (a) and (b).
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Evidential soundness in psychological research

Evaluating research methods
Summary
Weaknesses to look out for


Sample


Participant reactivity


Procedural biases


How conclusions are drawn


Ecological and external validity


Ethical concerns

Positive things to look for


Sternberg’s criteria


Size of study


True designed experiment
Sample
Where did they come from? Why there?

Some kinds of people more likely to be sampled than others?

Generalisability

Attrition
Two teaching methods:


A – learn poetry by rote


B – act out the poetry in front of class

First session: n = 32, for both

Procedural bias
Procedure boring or tiring



eg. affects younger v. older comparison

Order effects

Self-report methods

Retrospective reports
Reactivity
Participant reactivity


‘Hawthorne effect’

Volunteer participants

Participant strategies


eg. lexical priming tasks

Visual priming
Participant task:

You will see two words at a time
Clarity of description of procedure
Libben (2003)

Fixation cross, 500 ms

Blank, 250 ms

Prime, 500 ms

Target, until response

How long between end of one trial and start of next?

Data analysis weaknesses
· Effect size reported?

· Should always be reported

· Data screening

· Checked assumptions of statistics?

· Eg. linear regression - checked linearity?

· Justified data transformations?

· Explained treatment of outliers
Data Analysis weaknesses
· Multiplicity

· 8 different DVs, one ANOVA for each

· Memory, attention, etc.

· ANOVA 2 x 3

· High v low dose    X     Young, middle, old age

· Three effects: A, B, A*B

How conclusions are drawn
Drawing too strong a conclusion given the evidence found

Hirschfeld
Which picture is this person’s child?


dressed for the same job?


having same racial features?

Drawing a causal conclusion prematurely
Video games and violence

· 
lots of correlational studies

· 
a few experimental studies looking at 

short-term outcomes
Criteria for a causal conclusion
A causes B
Consistent association across studies

Strong association

Specific association

Dose – response relationship

A precedes B in time

Evidence from true experiments

There is a plausible mechanism
Highly speculative discussion
Going steps beyond the evidence


allowed, but should be clearly marked, and is not usually valued highly



- at least until evidence is found to support it

Eg video games – if we banned them we could reduce violence on Saturday nights?
Ecological and external validity
Visual perception and road safety

Acuity (eye chart) – low correlation with accidents

Visual attention – does generalise well to real world
Ethical concerns
Generalising beyond the data to public policy



The Bell Curve

Making strong claims on the basis of exploratory studies



Drachnik



“mmr and autism”

Making strong claims with large implications on the basis of little evidence, or weak evidence



graphology

Ethical concerns
Fairness to participants


Milgram


Bell Curve – consent to the purpose of research


BBC disgust study

Disingenuous argument


Bell Curve
Ethical concerns
Charlatanism

Exploitation of a receptive or vulnerable audience by telling them what they want to hear



DDAT



Bell Curve
Percolation of ideology into…

Setting or framing of research question


Selection of participants


Phrasing of questionnaire items


Interpretation of results

Sex reorientation study



advertising for participants



exclusion criteria (‘I have benefited’)



structured interview, conducted by 






experimenter

Strengths to seek
Sternberg – Psychologist’s companion
1. A surprising result that still is explained theoretically

2. Major theoretical or practical importance

3. New ideas

4. There seems no doubt about the interpretation of the results

5. The paper offers a simpler account of findings that previously seemed hard to bring together coherently
6. Major debunking of previously held ideas

7. Especially clever new experimental technique

8. The implications or theoretical results have great generality
Size of sample
Should be large enough to detect an effect

If the result is ‘no difference; no effect”



( was there sufficient power?

Take into account quality of measures – less reliable measures reduce power for any sample

In medical research, sample sizes have increased hugely in recent years

Tip: simple design, large sample
Study reports more than one experiment
Green & Bavelier

Correlational study – regular players have good attention skills

Quasi-experiment ( which causes which?


So, did another experiment, randomly allocating participants to playing groups

· Strengthens causal conclusion

· Internal replication – increases our faith in the result
Design: True experiment
Ideally, the best quality studies use a true experimental design


- no subject variables (quasi-experiment)


- random allocation of participants to conditions / groups
Other designs can be more appropriate
When subject (or situational) variables are important

In the early stages of research



eg. Green & Bavelier




correlational followed by true experiment

Qualitative research
Planning v. evaluating research
To a large extent, the same thing

Plan a study so that it is capable of yielding data that could possibly allow you to draw a relevant conclusion from the data

Evaluate other studies to check that the conclusions they claim can be drawn from their data really do follow
Working as a team

Second year project outlines and supervision arrangements
Week 10 Lecture (online) - Qualitative Research 

Qualitative research methods
You need to be able to explain:

· what qualitative research is, and why it is controversial. The controversy pivots on the issues of reliability and validity

· in a reasonable level of detail at least two specific qualitative methods, Grounded Theory and Conversation Analysis

· in which situations qualitative research can be a useful technique

Qualitative versus quantitative
Most psychological research you have encountered during the course so far has been quantitative:


the dependent variable is a numerical measure

In qualitative research, the dependent variable codes behaviour into qualitative categories
Examples of quantitative measures
· Response time eg. 382 ms

· Age eg. 4 years, 3 months

· Extroversion

· IQ

· Spider phobia

· Warwick Sweetness Scale

· Height
Qualitative coding
Separates things into distinct categories

For example

Sex : male or female

Political party: conservative, liberal or labour

Taste of food: sweet or sour

The same thing in the ‘real world’ can be sometimes be coded either quantitatively or qualitatively:

Age: years and months

Age: old v young



infant v child



pre-operational v concrete operational
Exercise
Try that yourself. Take the following constructs and try to think of ways to code them, both quantitatively and qualitatively:

· Spider phobia

· Anger
Qualitative techniques and self-report
In psychology, qualitative methods nowadays are mainly discussed in relation to coding of language:

Self-report responses


answers participants give to questions


accounts they give of their behaviour

Language, observed or elicited, but not direct responses to questions

Self-report responses
For example, alcohol consumption:

Quantitative:

How many units do you drink each week?

Rate (1-5) how strongly you agree with the statement “I drink more than I should”

Qualitative:

Tell me about your alcohol consumption

Self-report responses

Example responses:

Quantitative:

How many units do you drink each week?




23, 5, 18

Rate (1-5) how strongly you agree with the statement “I drink more than I should”




1, 3, 5
Self-report responses
Example responses:

Qualitative:

Tell me about your alcohol consumption

“I enjoy a social drink on a night out”

“I can’t wait to get home after work and follow the nightly ritual of that first G&T”

“The first thing I think of when I wake up is getting out to buy some vodka.”

Self-report responses
Note that both qualitative and quantitative data can be inherently subjective, from the participant’s point of view:

Rate (1-5) how strongly you agree with the statement “I drink more than I should”

Tell me about your alcohol consumption
Self-report responses
Protocol analysis

Ask someone who can perform some interesting task to tell you how they do it

Eg ask a doctor to tell you how they diagnose blood infections, and select the appropriate antibiotic
Protocol analysis
Think-aloud techniques (not retrospective)

Give the doctor a description of a particular case, and ask them to “speak out loud their thoughts” as they perform the task.

Write down what they say (transcript) and code it to identify key steps in thinking
Protocol analysis
Participant: The injury is three days old?

Experimenter: Yes

Participant: The colour is consistent with X, but that would fade after 24 hours. That leaves Y or Z. If it is Y, then levels of p will be elevated, so I will ask for p to be tested
Language, observed or elicited
Conversations



therapist – client



shop assistant – customer



interrogator - prisoner

Speeches (political language; rhetorical devices)

Newspaper reports

TV chat shows


… anything
Language, observed or elicited
Newspaper headlines

· Set out sample

- Eg All main headlines in The Sun on 1st December 2008

· Determine coding categories

- Eg migration / sport / economy / other

· Code the sample

· Analyse the coded sample
Subjectivity in qualitative research
Participant


participant’s point of view


participant’s experience of a situation

Experimenter

  subjective coding


deciding coding categories


applying codes
Analysis of codes
Can be done quantitatively


% of headlines that mention ‘migration’ 


chi-squared

Sometimes done just by sorting, collating and reporting patterns. Quotes from the data used as supporting evidence
Qualitative data
Reliability


Would two different researchers apply the same code?

Validity


When the doctor describes his thought process, is that really an accurate reflection of the underlying decision making process?

Compare to introspection: is it valid and reliable?
Reliability & validity is the critical issue for qualitative research
It can be controversial

People go red in the face with anger when discussing it, believe me

Now widely used in medical research

In fact, many uses are rather straightforward

Suggestion: use in combination with quantitative methods
It is good practice, in de-briefing at the end of any testing, to ask participants a couple of questions about their experience

Compare to Piaget’s ‘clinical method’

Qualitative data can provide interesting hints for further research

When qualitative and quantitative evidence converge, that can be useful

Qualitative research
You need to be able to explain:

· what qualitative research is, and why it is controversial. The controversy pivots on the issues of reliability and validity

· in a reasonable level of detail at least two specific qualitative methods, Grounded Theory and Conversation Analysis

· in what situations qualitative research can be a useful technique
Online materials
Work through the online tutorials, see module web page, and readings.

There is also a link to the ‘official’ guide for undergraduate psychology projects that use qualitative methods. Read that if you plan to use qualitative methods in your project.
Week 10 Practical - Qualitative Research 
Week 11 Revision – Online revision lecture

Reading List
tc  \l 1 "Reading List."
The reading is divided into basic reading and further reading. References marked "ð" will be available from the module resources page. Boxed items are especially recommended. In some cases, earlier editions are just as useful at this stage (e.g. Tabachnik & Fidell; Graziano & Raulin).

Please always read the basic reading. The further reading lists are provided as a resource if you need more specfic information or a more comprehensive text relating to the topics covered that week. The further reading therefore does not necessarily follow on directly from the basic reading.

Note that sometimes SRC xeroxes get archived by the Library. They are taken from the shelves, stored, and are shown in the catalogue as being "on loan". If you can't find an article, and it is shown as being on loan, you can reserve it. If it has been archived, it will then be returned.

Introduction to the Module.

Basic reading.

ðDunbar, G. L. (1998). Data analysis for psychology. London: Arnold. Ch 1.
This is the module textbook. You will be provided with free online access to this book, and can print off the chapters you need. It covers the content of many of the lectures on the module, plus some additional material. There are also several copies in the University Library. You will need to read the recommended chapters in this, but you will also need to read other articles, listed here, to complete the module satisfactorily. Additional reading will be needed for the module assessments. The onus is on you to make sure you read these articles (there won't be weekly reminders in class etc.). Reading marked "Basic" is essential: you must understand the material covered in these readings. Reading marked "Further" is recommended for students who want to develop their understanding of a particular topic, and may be read selectively. Sometimes items are alternative sources with similar material.

Dunbar, G. L. (2005). Evaluating research methods in psychology: A case study approach. Oxford: Blackwell/BPS.

Useful for research design questions; especially relevant for Ex 5.

Field, A. (2000). Discovering statistics: Using SPSS for Windows. London: Sage.

Very useful, comprehensive guide.

Pallant, J. (2007). SPSS Survival manual. Buckingham: Open University Press.

This is a clear guide to using SPSS, which contains lots of useful advice on data analysis. The earlier edition is also still useful.
Brace, N., Kemp, R., & Snelgar, R. (2006). SPSS for Psychologists. (3rd Edition). New York: Palgrave MacMillan. 

A concise guide to getting SPSS to do things. Covers some techniques not covered in Pallant.

Further reading.

.
ðJaffe, A.J. and Spirer, H.F. (1987). Misused statistics. Dekker. Chapter 7 Methodology: A Brief Review. (Esp. sections III and IVA, pp92-111)

ðMisanin, J. & Hinderliter, C. (1991). Fundamentals of statistics for psychology students. 
HarperCollins. Chapters 2 & 9, and chapter 14 (esp. pp298-317)

Mosteller, F., Fienberg, S.E., and Rourke, R.E.K. (1983). Beginning statistics with data analysis. Addison-Wesley. Chapter 4, section 1 Components, residuals and outliers. pp90-94.

Week 6 [Practical week 7] Data Screening and Exploratory Data Analysis.

Basic reading

ðDunbar, G. L. (1998). Data analysis for psychology. London: Arnold. Ch 2.

Further reading.

Cooper, R. A. & Weekes, A. J. (1983). Data models and statistical analysis. Philip Allan. 
Chapter 2 (pp49-76) Univariate Descriptive Analysis.
Diaconis, P. (1985). Theories of Data Analysis: From Magical Thinking Through Classical Statistics, chapter in Hoaglin, Mosteller & Tukey (eds.) Exploring data, tables, trends & shapes. Wiley. (pp1-36).

ðDiaconis, P. & Mosteller, F. (1989). Methods for studying coincidences. Journal of the American Statistical Association, 84, 853-861.

Goodall, C. (1983). Examining Residuals, chapter in Hoaglin, Mosteller & Tukey (eds.) (1983) Understanding robust & exploratory data analysis. Wiley (pp211-242).

Mosteller, F., Fienberg, SE., and Rourke, REK. (1983) Beginning statistics with data analysis. Addison-Wesley. Chapters 3&4 (pp60-118).

Misanin, J. & Hinderliter, C. (1991). Fundamentals of statistics for psychology students. 
HarperCollins. Chapters 3-6 (selectively).
Thompson, J. R. (1989). Empirical model building, chapter 4, section 1 (pp133-148) A glimpse at


exploratory data analysis.

Tukey, J. (1977). Exploratory data analysis. Addison-Wesley. Chapters 1, 2, 10 & 11.
Week 7 [Practical week 8] Psychological Testing; Reliability and Validity
Basic reading

ðDunbar, G. L. (1998). Data analysis for psychology. London: Arnold. Ch 11.

Further reading

*Anastasi, A. & Urbina, S. (1997). Psychological testing. Seventh edition. Upper Saddle River, NJ: Prentice-Hall. Especially Ch 1 "Nature & use of psychological tests"; Part two 'Technical & Methodological Principles'; Ch 18 "Ethics of testing".

*Cronbach, L. J. (1990). Essentials of psychological testing (5th ed.).  Harper & Row. Chapters 5-6 
(pp144-222)

Dane, F. C. (1990). Research methods. Brooks/Cole. Chapters 14, 15 and 16.

De Vellis, R. F. (1991). Scale development: Theory and applications. Nebury, Calif.: Sage.

Hatch, E. & Farhady, H. (1982). Research design & statistics for applied linguistics. Newbury 
House.  Ch 17 Reliability and Validity. pp243-254; Ch 18 Factor Analysis  pp255-264.

Jacoby, R. & Glauberman, N. (1995). The Bell Curve Debate NY: Times Books. Chapters by Kamin; Gardner; Gould.

Merrick, E. (1993). An exploration of quality in qualitative research: Are "reliability" and "validity" relevant. In M. Kopala & L. A. Suzuki (Eds.) Using qualitative methods in psychology. London: Sage.

*Oppenheim, A. N. (1992). Questionnaire design, interviewing, and attitude measurement. London: St. Martin's Press.

* Alternative textbooks.
Week 9 Practical Research

Basic reading

ðDunbar, G. L. (1998). Data analysis for psychology. London: Arnold. Ch 12.

The following sources will be very helpful preparation for doing a project.

ðAbelson, R. P. Statistics as principled argument. Hillsdale, NJ: LEA. Ch 4 "Styles of Rhetoric."

Dane, F. C. (1990) Research methods. Brooks/Cole. Chapters 1-4.

ðGirden, E. (1996). Evaluating research articles from start to finish. Sage. Ch 1, pp1-21.

Greenhalgh, T. (2001). How to Read a Paper: The Basics of Evidence Based Medicine, 2nd Edition. London: BMJ Books. 

This is aimed at medics, but is beautifully written and easy to follow. Most of the basic information you need is covered in this book. See Chapters 3-5 especially. Chapter 6 may also be of interest. Library has many copies.

Kantowitz, B. H., Roedigger, H. L., & Elmes, D. G. (1994). Experimental Psychology: Understanding Psychological Research, 5th Ed.. St. Paul: West. 

Section 15.4 (pp452-454) on an application of human factors to car design; also pp62-75 gives a basic introduction to experimental design issues and some key pitfalls in design. Book in SRC. 
Levine, G & Parkinson, S. (1994). Experimental methods in psychology. LEA. Ch 4 "Rules for research" has a handy checklist of things to consider for a credible experiment.

Rosnow, R. L. & Rosenthal, R. (2005). Beginning behavioral research: A conceptual primer. (5th Edition) Upper Saddle River, NJ: Pearson Prentice Hall

Solso, R. L. & Johnson, H. H. (1994). Experimental psychology: A case approach. Ch. "Anatomy of experimental design: control"; Ch 8 "Ethics of experimental research"; Ch 9 "The psychological literature: reading for understanding & as a source for research ideas." Try also the case studies in Chapters 11, 12, 18 & 22.

Further reading
Bowers, House, & Owens (2001) Understanding Clinical Papers. Wiley.
Everitt, B. and Hay (1992). Talking about statistics. London: Edward Arnold.

*Goodwin, C. J. (1998). Research in psychology: Methods and design. (2nd ed.). New York: John Wiley.

*Graziano and Raulin Research methods: A process of inquiry. HarperCollins

Greenhalgh, Trisha (2001). "How to read a paper: The basics of evidence based medicine" 2nd Edition. London: BMJ Books
Harris, P. (2002). Designing and reporting experiments. Buckingham: Open University Press. Part


1, Writing Experimental Reports.

Jacoby, R. & Glauberman, N. (1995). The Bell Curve Debate. New York: Times Books. Chapters by Kamin; Gardner; Gould.

Maracek, J. (2003). Dancing through minefields: Toward a cognitive stance in psychology. In P. M. Camic, J. E. Rhodes, & L. Yardley (Eds.). Qualitative Research in Psychology: Expanding perspectives in methodology and design. Washington: American Psychological Association.

Reaves, C. (1992). Quantitative research for the behavioural sciences. Wiley.

Shaughnessy, J. J., Zechmeister, E. B., & Zechmeister, J. S. (2003). Research methods in psychology (International edition, 6th ed.). London: McGraw-Hill.

*Alternatives

Additional sources that may provide useful reference or tutorial material:

APA Mastering APA style: Student workbook and training guide. Washington: American


Psychological 
Association.

Bell, P. B., Staines, P. J., & Michell, J. (2001). Evaluating, doing and writing research in


psychology: a step-by-step guide for students. London: Sage.
Bellquist, J. E. A Guide to Grammar and Usage for Psychology and Related Fields Lawrence 
Earlbaum.

Cone, J. & Foster, S. (1993). Dissertations and theses from start to finish. Washington: APA.

Dunn, D. (1999). The practical researcher: a student guide to conducting psychological research.

Boston: McGraw-Hill.
Newton, R. R., & Rudestam, K. E. (1999). Your statistical consultant. Sage.

*Rosnow, R. L., & Rosnow, M. (1998). Writing papers in psychology (4th ed.). Washington: APA.

*Rosnow, R. L., & Rosnow, M. (2001). Writing papers in psychology. Belmont, C.A. Wadsworth.

Guidance on choosing which statistical test to use:

Siegel, S. & Castellan, N. J. Jr. (1988) Non-parametric statistics for the behavioural sciences (2nd ed.). McGraw-Hill. Chapter 3 (pp19-35) Choosing an appropriate statistical test.

Tabachnik, B. G. & Fidell, L. S. (2001). Using multivariate statistics (4th ed.). Allyn & Bacon. (3rd edition is fine). Chapter 2.

Module website

http://www.warwick.ac.uk/~psrex/online.html
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