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Abstract

Given an Axiom A attractor for a C1+α flow (α > 0), we construct a count-
able Markov extension with exponential return times in such a way that the
inducing set is a smoothly embedded unstable disk. This avoids technical issues
concerning irregularity of boundaries of Markov partition elements and enables
an elementary approach to certain questions involving exponential decay of
correlations for SRB measures.

1 Introduction

Statistical properties [12, 29, 31] of Anosov and Axiom A diffeomorphisms [3, 33] were
developed extensively in the 1970s. Key tools were the construction of finite Markov
partitions [10, 32] and the spectral properties of transfer operators [28]. In particular,
ergodic invariant probability measures were constructed corresponding to any Hölder
potential; moreover, it was shown that hyperbolic basic sets for Axiom A diffeomor-
phisms are always exponentially mixing up to a finite cycle for such measures, see for
example [12, 22, 29].

Still in the 1970s, finite Markov partitions were constructed [11, 26] for Anosov
and Axiom A flows. This allows us to model each hyperbolic basic set as a suspension
flow over a subshift of finite type, enabling the study of thermodynamic formalism
(see e.g. [14]) and statistical properties (see e.g. [17, 27]).

However, rates of mixing for Axiom A flows are still poorly understood. By [24,
30], mixing Axiom A flows can mix arbitrarily slowly. Although there has been
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important progress starting with [16, 18, 20], it remains an open question whether
mixing Anosov flows have exponential decay of correlations [14]. Very recently, this
question was answered positively [35] in the case of C∞ three-dimensional flows.

It turns out that using finite Markov partitions for flows raises technical issues due
to the irregularity of their boundaries [5, 15, 34]. Even in the discrete-time setting,
it is known that the boundaries of elements of a finite Markov partition need not be
smooth [13]. In this paper, we propose using the approach of [36] to circumvent such
issues at least in the case of SRB measures. In particular, we show that

Any attractor for an Axiom A flow can be modelled by a suspension flow
over a full branch countable Markov extension where the inducing set is
a smoothly embedded unstable disk. The roof function, though unbounded,
has exponential tails.

A precise statement is given in Theorem 2.1 below.

Remark 1.1 The approach of Young towers [36] has proved to be highly effective
for studying discrete-time examples like planar dispersing billiards and Hénon-like
attractors where suitable Markov partitions are not available. However, as shown in
the current paper, there can be advantages (at least in continuous time) to working
with countable Markov extensions even when there is a well-developed theory of finite
Markov partitions. The extra flexibility of Markov extensions can be used not only
to construct the extension but to ensure good regularity properties of the partition
elements.

As a consequence of Theorem 2.1, we obtain an elementary proof of the following
result:

Theorem 1.2 Suppose that Λ is an Axiom A attractor with SRB measure µ for a
C1+ flow φt with C1+ stable holonomies1 and such that the stable and unstable bundles
are not jointly integrable. Then for all Hölder observables v, w : Λ → R, there exist
constants c, C > 0 such that∣∣∣ ∫

Λ

v w ◦ φt dµ−
∫

Λ

v dµ

∫
Λ

w dµ
∣∣∣ ≤ Ce−ct for all t > 0.

Remark 1.3 Joint nonintegrability holds for an open and dense set of Axiom A
flows and their attractors, see [19] and references therein. It implies mixing and
is equivalent to mixing for codimension one Anosov flows. It is conjectured to be
equivalent to mixing for Anosov flows [23].

Remark 1.4 (a) In the case when the unstable direction is one-dimensional and
the stable holonomies are C2, this result is due to [9, 8, 4, 5]. In particular, using

1C1+ means Cr for some r > 1.
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the fact that stable bunching is a robust sufficient condition for smoothness of sta-
ble holonomies together with the robustness of joint nonintegrability, [4] constructed
the first robust examples of Axiom A flows with exponential decay of correlations.
The smoothness condition on stable holonomies was relaxed from C2 to C1+ in [6]
extending the class of examples in [4]. This class of examples is extended further
by Theorem 1.2 with the removal of the one-dimensionality restriction on unstable
manifolds.

(b) There is no restriction on the dimension of unstable manifolds in [8], and it is not
surprising that the smoothness assumption on stable holonomies can also be relaxed
as in [6]. However, there is a crucial hypothesis in [8] on the regularity of the inducing
set in the unstable direction which is nontrivial in higher dimensions.

Theorem 1.2 is stated in the special case of Anosov flows in [15]. In [15, Appendix]
it is argued that at least in the Anosov case the Markov partitions of [26] are suf-
ficiently regular that the methods in [8] can be pushed through. In [5], a sketch is
given of how to prove Theorem 1.2 also in the Axiom A case, but the details are not
fully worked out.

As mentioned, our approach in this paper completely bypasses such issues since
our inducing set is a smoothly embedded unstable disk. Moreover, our method works
equally well for Anosov flows and Axiom A attractors. As a consequence, we recover
the examples in [15], in particular that codimension one volume-preserving mixing
C1+ Anosov flows are exponentially mixing in dimension four and higher.

The remainder of the paper is organised as follows. In Section 2, we state precisely
and prove our result on good inducing for attractors of Axiom A flows. In Section 3,
we prove a result on exponential mixing for a class of skew product Axiom A flows,
extending/combining the results in [6, 8]. In Section 4, we complete the proof of
Theorem 1.2.

2 Good inducing for attractors of Axiom A flows

Let φt : M →M be a C1+ flow defined on a compact Riemannian manifold (M,dM),
and let Λ ⊂ M be a closed φt-invariant subset. We assume that Λ is an attracting
transitive uniformly hyperbolic set with adapted norm and that Λ is not a single
trajectory. In particular, there is a continuous Dφt-invariant splitting TΛM = Es ⊕
Ec ⊕ Eu where Ec is the one-dimensional central direction tangent to the flow, and
there exists λ ∈ (0, 1) such that |Dφtv| ≤ λt|v| for all v ∈ Es, t ≥ 1; |Dφ−tv| ≤ λt|v|
for all v ∈ Eu, t ≥ 1. Since the time-s map φs : Λ→ Λ is ergodic for all but countably
many choices of s ∈ R [25], we can scale time slightly if necessary so that φ−1 : Λ→ Λ
is transitive. Then there exists p ∈ Λ such that

⋃
i≥1 φ−ip is dense in Λ.

We can define (local) stable disks W s
δ (y) = {z ∈ W s(y) : dM(y, z) < δ} for

δ > 0 sufficiently small for all y ∈ Λ. Define local centre-stable disks W cs
δ (y) =⋃

|t|<δ φtW
s
δ (y). Let Leb and d denote induced Lebesgue measure and induced distance
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on local unstable manifolds. It is convenient to define local unstable disks W u
δ (y) =

{z ∈ W u(y) : d(y, z) < δ} using the induced distance.

For δ0 small, define D = W u
δ0

(p) and D̂ =
⋃
x∈DW

cs
δ0

(x). Define π : D̂ → D such

that π|W cs
δ0

(x) ≡ x. Whenever φny ∈ D̂, we set gny = π(φny).
We are now in a position to give a precise description of our inducing scheme.

Theorem 2.1 There exists an open unstable disk Y = W u
δ (p) ⊂ D (for some δ ∈

(0, δ0)) and a discrete return time function R : Y → Z+ ∪ {∞} such that

(i) Leb(R > n) = O(γn) for some γ ∈ (0, 1);

(ii) Each connected component of {R = n} is mapped by φn into D̂ and mapped
homeomorphically by gn onto Y .

Remark 2.2 Let P be the partition of Y consisting of connected components of
{R = n} for n ≥ 1. (It follows from Theorem 2.1(i) that P is a partition of Y mod 0.)
Define F : Y → Y , F = gR = π ◦ φR. Note that F is locally the composition of a
time-R map φR (where R is constant on each partition element) with a centre-stable
holonomy. Since centre-stable holonomies are Hölder continuous, it follows that F
maps partition elements U ∈ P homeomorphically onto Y and that F |U : U → Y
is a bi-Hölder bijection. If moreover, the centre-stable holonomies are C1, then the
partition elements are diffeomorphic to disks.

In the remainder of this section, we prove Theorem 2.1. Our proof is essentially
the same as in [36, Section 6] for Axiom A diffeomorphisms, but we closely follow the
treatment in [2] which provides many of the details of arguments sketched in [36].

Choice of constants Choose δ0 > 0 so that the following bounded distortion
property holds: there exists C1 ≥ 1 so that

| detDφn(x)|Eu|
| detDφn(y)|Eu|

≤ C1 (2.1)

for every n ≥ 1 and all x, y ∈ Λ with φnx, φny in the same unstable disk such that
d(φjx, φjy) < 4δ0 for all 0 ≤ j ≤ n.

By standard results about stable holonomies, π is absolutely continuous and Cα

for some α ∈ (0, 1) when restricted to unstable disks in D̂. For δ0 sufficiently small,
there exists C2, C3 ≥ 1 such that

C−1
2 ≤

Leb(π(E))

Leb(E)
≤ C2 (2.2)

for all Lebesgue-measurable subset E ⊂ W u
δ0

(y) ∩ D̂ and all y ∈ Λ, and

d(πx, πy) ≤ C3d(x, y)α (2.3)
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for all x, y ∈ D̂ with x, y in the same unstable disk such that d(x, y) < 4δ0.
Let du = dimEu and fix L ≥ 3 so that

C1C
2
2

2du − 1

(L− 1)du
<

1

4
. (2.4)

By the local product structure, there exists δ1 ∈ (0, δ0) such that W cs
δ0

(x)∩W u
δ0

(y)
consists of precisely one point for all x, y ∈ Λ with dM(x, y) < 4δ1. Similarly, there
exists δ ∈ (0, δ1) such that W cs

δ1
(x)∩W u

δ1
(y) consists of precisely one point for all x, y ∈

Λ with dM(x, y) < (L+1)δ. Moreover, since local unstable/stable disks have bounded
curvature, the intersection point z ∈ W cs

δ1
(x) ∩W u

δ1
(y) satisfies d(z, y) ≤ C4dM(x, y)

where C4 ≥ 1 is a constant. Shrink δ > 0 if necessary so that C3(3δ)α < 1
2
δ0 and

C4(L+ 1)δ < δ0. Choose N1 ≥ 1 such that
⋃N1

i=1 φ−ip is δ-dense in Λ.

Construction of the partition We consider various small neighbourhoods Dc =
W u
cδ(p) with c ∈ {1, 2, L− 1, L}. Define D̃c =

⋃
x∈Dc

W cs
δ1

(x).
Take Y = D1. Define a partition {Ik : k ≥ 1} of D2 \ D1,

Ik =
{
y ∈ D2 : δ(1 + λαk) ≤ d(y, p) < δ(1 + λα(k−1))

}
.

Fix ε > 0 small (as stipulated in Propositions 2.4 and 2.5 and Lemma 2.9 below).
We define sets Yn and functions tn : Yn → N, and R : Y → Z+ inductively, with Yn =
{R > n}. Define Y0 = Y and t0 ≡ 0. Inductively, suppose that Yn−1 = Y \ {R < n}
and that tn−1 : Yn−1 → N is given. Write Yn−1 = An−1 ∪̇Bn−1 where

An−1 = {tn−1 = 0}, Bn−1 = {tn−1 ≥ 1}.

Consider the neighbourhood

A
(ε)
n−1 =

{
y ∈ Yn−1 : d(φny, φnAn−1) < ε

}
of the set An−1. Define UL

nj, j ≥ 1, to be the connected components of A
(ε)
n−1 ∩φ−nD̃L

that are mapped inside D̃L by φn and mapped homeomorphically onto DL by gn. Let

U c
nj = UL

nj ∩ g−1
n Dc for c = 1, 2, L− 1.

Define R|U1
nj = n for each U1

nj and take Yn = Yn−1\
⋃
j U

1
nj. Finally, define tn : Yn → N

as

tn(y) =


k, y ∈

⋃
j U

2
nj and gny ∈ Ik for some k ≥ 1

0, y ∈ An−1 \
⋃
j U

2
nj

tn−1(y)− 1, y ∈ Bn−1 \
⋃
j U

2
nj

and take An = {tn = 0}, Bn = {tn ≥ 1} and Yn = An ∪̇Bn.

Remark 2.3 By construction, property (ii) of Theorem 2.1 is satisfied. It remains
to verify that Leb(R > n) decays exponentially.
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Visualisation of Bn. The set Bn is a disjoint union Bn =
⋃n
m=1Cn(m) where

Cn(m) is a disjoint union of collars around each component of {R = m}. Each collar
in Cn(m) is homeomorphic under gm to

⋃
k≥n−m+1 Ik with outer ring homeomorphic

under gm to In−m+1, and the union of outer rings is the set {tn = 1}. This picture
presupposes Proposition 2.4 below which guarantees that each new generation of
collars Cn(n) does not intersect the set

⋃
1≤m≤n−1Cn−1(m) of collars in the previous

generation.

Proposition 2.4 Choose ε < (C−1
3 δ)1/α sufficiently small that W u

ε (x) ⊂ D̂ for all

x ∈ D̃L. Then
⋃
j U

L−1
nj ⊂ An−1 for all n ≥ 1.

Proof We argue by contradiction. There is nothing to prove for n = 1. Let n ≥ 2
be least such that the result fails and choose j such that UL−1

nj intersects Bn−1. Then

either (i) UL−1
nj ⊂ Bn−1, or (ii) UL−1

nj intersects ∂An−1.

In case (i), choose x ∈ UL−1
nj (so in particular φnx ∈ D̂) with gnx = p. Since

UL−1
nj ⊂ UL

nj ⊂ A
(ε)
n−1, there exists y ∈ An−1 with d(φnx, φny) < ε. In particular,

φny ∈ D̂ so gny is well-defined. Note that x ∈ UL−1
nj and y 6∈ UL−1

nj since UL−1
nj ⊂

Bn−1. Hence the geodesic ` in D joining gnx and gny intersects gn∂U
L−1
nj . Choose

z ∈ ∂UL−1
nj ∩ g−1

n `. Since gn = π ◦ φn, it follows from (2.3) that

δ < (L− 1)δ = d(gnx, gnz) < d(gnx, gny) ≤ C3d(φnx, φny)α < C3ε
α < δ

which is a contradiction. This rules out case (i).

In case (ii), choose x ∈ UL−1
nj ∩ ∂An−1. We show below that there exists y ∈

∂A
(ε)
n−1 such that d(φnx, φny) ≤ ε. In particular, gnx and gny are well-defined and

d(gnx, gny) ≤ C3ε
α < δ. Since UL

nj ⊂ A
(ε)
n−1, we have that y 6∈ UL

nj. It follows that
gnx ∈ DL−1 while gny 6∈ DL. Hence d(gnx, gny) ≥ δ which is the desired contradiction.

It remains to verify that there exists y ∈ ∂A(ε)
n−1 such that d(φnx, φny) ≤ ε. Since n

is least, Bn−1 is a disjoint union of collars as described in the visualisation above.
Hence there exists a collar Q ⊂ Cn−1(n− k) intersected by UL−1

nj for some 1 ≤ k < n
such that x lies in the outer boundary ∂oQ of Q. Note that ∂oQ = ∂An−1 ∩ Q. Let
D denote the disk enclosed by ∂oQ and let

S = D ∩ ∂(φ−nBε(φn∂D)).

We claim that S 6= ∅ and S ⊂ Q. Then S is a (dimY − 1)-dimensional sphere

contained in ∂A
(ε)
n−1 and there exists y ∈ S with the desired properties. (The point of

the claim is that S lies entirely in Yn−1.)
Note that gn−k maps Q homeomorphically onto the set J =

⋃
i≥k Ii which is an

annulus of radial thickness δλαk. By (2.3), φn−k maps Q homeomorphically onto a
set J̃ = π−1J of radial thickness at least (C−1

3 δλαk)1/α = (C−1
3 δ)1/αλk.
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Moreover, φk(J̃ ∩ φn−kA(ε)
n−1) ⊂ φnA

(ε)
n−1 is contained in the set of points within

d-distance ε of φn∂A
(ε)
n−1, so by definition of λ we have that J̃ ∩ φn−kA(ε)

n−1 is con-

tained in the set of points within d-distance ελk of the outer boundary of J̃ . Since
ε < (C−1

3 δ)1/α, we obtain that J̃ ∩ φn−k∂A(ε)
n−1 is homeomorphic to a (dimY − 1)-

dimensional sphere contained entirely inside J̃ . Hence S = Q ∩ ∂A(ε)
n−1 is homeomor-

phic to a (dimY − 1)-dimensional sphere contained entirely inside Q, as required.

Proposition 2.5 Choose ε <
{
C−1

3 δ(λ−α − 1)
}1/α

. Then for all n ≥ 1,

(a) A
(ε)
n−1 ⊂ {y ∈ Yn−1 : tn−1(y) ≤ 1} for all n ≥ 1.

(b) φ−nW
u
ε (φnx) ⊂ A

(ε)
n−1 for all x ∈ An−1.

Proof (a) Suppose that tn−1(y) > 1. Then there exists a collar in Cn−1(n − k)
containing y. Let Q denote the outer ring of the collar with outer boundary Q1 and
inner boundary Q2. Then tn−1|Q ≡ 1 and tn−1(y) > 1, so y lies inside the region
bounded by Q2.

Suppose for contradiction that y ∈ A
(ε)
n−1. Then we can choose x ∈ An−1 with

d(φnx, φny) < ε. Let ` be the geodesic in W u
ε (φnx) connecting φnx to φny and define

qj ∈ Qj ∩ φ−n` for j = 1, 2.
Recall that Q is homeomorphic under gn−k to Ik. Moreover, gn−kqj lie in distinct

components of the boundary of Ik, so

d(gn−kq1, gn−kq2) ≥ δ(λα(k−1) − λαk) = δ(λ−α − 1)λαk.

Hence

d(φnq1, φnq2) ≥ λ−kd(φn−kq1, φn−kq2)

≥ λ−k
{
C−1

3 d(gn−kq1, gn−kq2)
}1/α ≥

{
C−1

3 δ(λ−α − 1)
}1/α

> ε.

But d(φnq1, φnq2) ≤ d(φny, φnx) < ε so we obtain the desired contradiction.

(b) Let x ∈ An−1 and y ∈ φ−nW
u
ε (φnx). Note that y ∈ A

(ε)
n−1 if and only if

y ∈ Yn−1. Hence we must show that y ∈ Yn−1. If not, then there exists k ≥ 1 such that
y ∈ {R = n− k}. Define Q ⊂ Cn−1(n− k) to be the outer ring of the corresponding
collar. Choosing q1 and q2 as in part (a) we again obtain a contradiction.

Lemma 2.6 There exists a1 > 0 such that for all n ≥ 1,

(a) Leb(Bn−1 ∩ An) ≥ a1 Leb(Bn−1).

(b) Leb(An−1 ∩Bn) ≤ 1
4

Leb(An−1).

(c) Leb(An−1 ∩ {R = n}) ≤ 1
4

Leb(An−1).
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Proof (a) Let y ∈ Bn−1. By Proposition 2.4, y 6∈
⋃
j U

L−1
nj so in particular y ∈ Yn.

Note that tn(y) = 0 if and only if tn−1(y) = 1. Hence Bn−1 ∩ An = {tn−1 = 1}.
Now let Q ⊂ Cn−1(n − k) ⊂ Bn−1 be a collar (1 ≤ k ≤ n) with outer ring

Q ∩ An = Q ∩ {tn−1 = 1}. Then gn−k = π ◦ φn−k maps Q homeomorphically onto⋃
i≥k Ii and Q ∩ {tn−1 = 1} homeomorphically onto Ik. Let du = dimEu. By (2.1)

and (2.2),

Leb(Q)

Leb(Q ∩ An)
=

Leb(Q)

Leb(Q ∩ {tn−1 = 1})
≤ C1

Leb(φn−kQ)

Leb(φn−k(Q ∩ {tn−1 = 1}))

≤ C1C
2
2

Leb(
⋃
i≥k Ii)

Leb(Ik)
= C1C

2
2D(du, λ

α, k)

where D(du, λ, k) =
(1 + λk−1)du − 1

(1 + λk−1)du − (1 + λk)du
. Since limk→∞D(du, λ, k) = (1−λ)−1,

we obtain that Leb(Q) ≤ C1C
2
2D Leb(Q ∩ An) where D = supk≥1D(du, λ

α, k) is a
constant depending only on du and λα. Summing over collars Q, it follows that
Leb(Bn−1) ≤ C1C

2
2D Leb(Bn−1 ∩ An).

(b) By Proposition 2.4, U2
nj ⊂ UL−1

nj ⊂ An−1 for each j. It follows that An−1 ∩ Bn =⋃
j U

2
nj \ U1

nj. By (2.1), (2.2) and (2.4),

Leb(U2
nj \ U1

nj)

Leb(UL−1
nj )

≤ C1C
2
2

Leb(D2 \ D1)

Leb(DL−1)
= C1C

2
2

2du − 1

(L− 1)du
<

1

4
.

Hence
Leb(An−1 ∩Bn)

Leb(An−1)
≤
∑

j Leb(U2
nj \ U1

nj)∑
j Leb(UL−1

nj )
<

1

4
.

(c) Proceeding as in part (b) with U2
nj \ U1

nj replaced by U1
nj, leads to the estimate

Leb(An−1 ∩ {R = n})
Leb(An−1)

≤
∑

j Leb(U1
nj)∑

j Leb(UL−1
nj )

≤ C1C
2
2

(L− 1)du
<

1

4
.

Corollary 2.7 For all n ≥ 1,

(a) Leb(An−1 ∩ An) ≥ 1
2

Leb(An−1).

(b) Leb(Bn−1 ∩Bn) ≤ (1− a1) Leb(Bn−1).

(c) Leb(Bn) ≤ 1
4

Leb(An−1) + (1− a1) Leb(Bn−1).

(d) Leb(An) ≥ 1
2

Leb(An−1) + a1 Leb(Bn−1).
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Proof Recall that An−1 ⊂ Yn−1 = Yn ∪̇ {R = n} = An ∪̇Bn ∪̇ {R = n}. Hence by
Lemma 2.6(b,c),

Leb(An−1) = Leb(An−1 ∩ An) + Leb(An−1 ∩Bn) + Leb(An−1 ∩ {R = n})
≤ Leb(An−1 ∩ An) + 1

2
Leb(An−1),

proving (a). Similarly, by Lemma 2.6(a),

Leb(Bn−1) = Leb(Bn−1 ∩ An) + Leb(Bn−1 ∩Bn) + Leb(Bn−1 ∩ {R = n})
≥ a1 Leb(Bn−1) + Leb(Bn−1 ∩Bn),

proving (b).
Next, recall that Bn = Bn ∩ Yn−1 = Bn ∩

(
An−1 ∪̇Bn−1

)
. Hence part (c) follows

from Lemma 2.6(b) and part (b). Similarly, An = An ∩
(
An−1 ∪̇Bn−1

)
and part (d)

follows from Lemma 2.6(a) and part (a).

Corollary 2.8 There exists a0 > 0 such that Leb(Bn) ≤ a0 Leb(An) for all n ≥ 0.

Proof Let a0 =
2 + a1

2a1

. We prove the result by induction. The case n = 0 is trivial

since B0 = ∅. For the induction step from n−1 to n, we consider separately the cases
Leb(Bn−1) > 1

2a1
Leb(An−1) and Leb(Bn−1) ≤ 1

2a1
Leb(An−1).

Suppose first that Leb(Bn−1) > 1
2a1

Leb(An−1). By Corollary 2.7(c),

Leb(Bn) <
{

1
2
a1 + (1− a1)

}
Leb(Bn−1) = (1− 1

2
a1) Leb(Bn−1) < Leb(Bn−1).

By Corollary 2.7(d),

Leb(An) > (1
2

+ a1
1

2a1
) Leb(An−1) = Leb(An−1).

Hence by the induction hypothesis,

Leb(Bn) < Leb(Bn−1) ≤ a0 Leb(An−1) < a0 Leb(An),

establishing the result at time n.
Finally, suppose that Leb(Bn−1) ≤ 1

2a1
Leb(An−1). By Corollary 2.7(a,c),

Leb(Bn) ≤ 1
4

Leb(An−1) + Leb(Bn−1) ≤ (1
4

+ 1
2a1

) Leb(An−1)

≤ (1
2

+ 1
a1

) Leb(An) = a0 Leb(An),

completing the proof.

Lemma 2.9 Let ε ∈ (0, 1
2
δ0) be small as in Propositions 2.4 and 2.5. There exist

c1 > 0 and N ≥ 1 such that

Leb
( N⋃
i=0

{R = n+ i}
)
≥ c1 Leb(An−1) for all n ≥ 1.
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Proof Fix λ ∈ (0, 1), L > 1, 0 < δ < δ1 < δ0 and N1 ≥ 1 as defined from the outset.
Recall that C3(3δ)α < 1

2
δ0 and C4(L+ 1)δ < δ0. Choose N2 ≥ 1 such that λN2 < ε/δ0

and take N = N1 +N2.
We claim that

(*) For all z ∈ Λ, there exists i ∈ {1, . . . , N1} such that π(φi+N2W
u
ε (z)∩D̃L) ⊃ DL.

Fix z ∈ Λ. By the definition of N1, there exists 1 ≤ i ≤ N1 such that
dM(φ−ip, φN2z) < δ. Let y ∈ DL. Then

dM(φ−iy, φN2z) ≤ d(φ−iy, φ−ip)+dM(φ−ip, φN2z) ≤ d(y, p)+dM(φ−ip, φN2z) < (L+1)δ.

Using the local product structure and choice of δ, we can define x ∈ W cs
δ1

(φ−iy) ∩
W u
δ1

(φN2z). Then φix ∈ W cs
δ1

(y) ⊂ D̃L and gix = πφix = y. Also,

d(x, φN2z) ≤ C4dM(φ−iy, φN2z) < C4(L+ 1)δ < δ0.

By the definition of N2,

φix ∈ φiW u
δ0

(φN2z) ⊂ φi+N2W
u
ε (z).

Hence we obtain that y = πφix ∈ π(φi+N2W
u
ε (z) ∩ D̂L) proving (*).

Next, we claim that

(**) For all z ∈ φnAn−1, n ≥ 1, there exist i ∈ {0, . . . , N} and j such that U1
n+i,j ⊂

φ−nW
u
δ0

(z).

To prove (**), define Vε = φ−nW
u
ε (z). By Proposition 2.5(b), Vε ⊂ A

(ε)
n−1. We now

consider two possible cases.
Suppose first that Vε ⊂ An+i for all 0 ≤ i ≤ N . By claim (*), there exists

1 ≤ i ≤ N = N1 +N2 such that

π(φn+iVε ∩ D̃L) = π(φiW
u
ε (z) ∩ D̃L) ⊃ DL,

while Vε ⊂ An+i−1 by assumption. This means that Vε ⊃ UL
n+i,j for some j. Hence

U1
n+i,j ⊂ UL

n+i,j ⊂ Vε ⊂ φ−nW
u
δ0

(z),

and we are done.
In this way, we reduce to the second case where there exists 0 ≤ i ≤ N least such

that Vε 6⊂ An+i. Since i is least, Vε ⊂ A
(ε)
n+i−1. (The ε is required in case i = 0.) By

Proposition 2.5(a), Vε ⊂ {tn+i−1 ≤ 1}. Hence

Vε \ An+i = (Vε ∩Bn+i) ∪ (Vε ∩ {R = n+ i})

⊂ {tn+i−1 ≤ 1, tn+i ≥ 1} ∪ {R = n+ i} ⊂
⋃
j

U2
n+i,j.
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Since Vε \An+i 6= ∅, this means that there exists j so that Vε intersects U2
n+i,j. Hence

we can choose a2 ∈ W u
ε (z) ∩ φnU2

n+i,j.

Recall that φn+iU
m
n+i,j ⊂ D̃m and gn+iU

m
n+i,j = Dm for m = 1, 2. In particular,

b2 = φia2 ∈ D̃2 and c2 = gia2 ∈ D2.
Let c1 ∈ D1. Then dM(c1, b2) ≤ dM(c1, c2) + dM(c2, b2) < 3δ + δ1 < 4δ1. Hence,

using the local product structure and definition of δ1, we can define b1 ∈ W cs
δ0

(c1) ∩
W u
δ0

(b2) and a1 = φ−ib1. Note that

φiar = br, πbr = cr, r = 1, 2.

Hence
d(a1, a2) ≤ d(b1, b2) ≤ C3d(c1, c2)α < C3(3δ)α < 1

2
δ0,

and so d(a1, z) ≤ d(a1, a2) + d(a2, z) <
1
2
δ0 + ε < δ0. It follows that a1 ∈ W u

δ0
(z) and

thereby that c1 ∈ gi(W
u
δ0

(z) ∩ φ−iD̂1). This proves that D1 ⊂ gi(W
u
δ0

(z) ∩ φ−iD̂1).
Hence U1

n+i,j ⊂ g−(n+i)D1 ⊂ φ−nW
u
δ0

(z) verifying claim (**).

We are now in a position to complete the proof of the lemma. Let n ≥ 1, and
let Z ⊂ φnAn−1 be a maximal set of points such that the balls W u

δ0/2
(z) are disjoint

for z ∈ Z. If x ∈ φnAn−1, then W u
δ0/2

(x) intersects at least one W u
δ0/2

(z), z ∈ Z, by

maximality of the set Z. Hence φnAn−1 ⊂
⋃
z∈ZW

u
δ0

(z). It follows that

An−1 ⊂
⋃
z∈Z

φ−nW
u
δ0

(z).

Let z ∈ Z and let Uz = U1
n+i,j be as in claim (**). In particular, gn+iUz = D1 =

W u
δ (p). Also, Leb(φn+iUz) ≤ |Dφ1|im∞ Leb(φnUz) where m = dimEu. Hence, by (2.2),

1

Leb(φnUz)
≤ |Dφ1|Nm∞

1

Leb(φn+iUz)
≤ C3|Dφ1|Nm∞

1

Leb(W u
δ (p))

.

By (2.1),
Leb(φ−nW

u
δ0

(z))

Leb(Uz)
≤ C1

Leb(W u
δ0

(z))

Leb(φnUz)
≤ K,

where K = C1C3|Dφ1|Nm∞
supy∈Y Leb(W u

δ0
(y))

Leb(W u
δ (p))

.

Finally, the sets Uz are connected components of
⋃

0≤i≤N{R = n + i} lying in
distinct disjoint sets φ−nW

u
δ0

(z). Hence

Leb(An−1) ≤
∑
z∈Z

Leb(φ−nW
u
δ0

(z)) ≤ K
∑
z∈Z

Leb(Uz) ≤ K Leb
( ⋃

0≤i≤N

{R = n+ i}
)
,

as required.

We can now complete the proof of Theorem 2.1.
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Corollary 2.10 Leb(R > n) = O(γn) for some γ ∈ (0, 1).

Proof By Corollary 2.8 and Lemma 2.9,

Leb(R ≥ n) = Leb(An−1) + Leb(Bn−1)

≤ (1 + a0) Leb(An−1) ≤ d2 Leb
( N⋃
i=0

{R = n+ i}
)

where d2 = c−1
1 (1 + a0). It follows that

d−1
2 Leb(R ≥ n) ≤ Leb(R = n) + · · ·+ Leb(R = n+N)

= Leb(R ≥ n)− Leb(R > n+N).

Hence
Leb(R > n+N) ≤ (1− d−1

2 ) Leb(R ≥ n).

In particular, Leb(R > kN) ≤ γkN with γ = (1− d−1
2 )1/N and the result follows.

3 Exponential decay of correlations for flows

In this section, we consider exponential decay of correlations for a class of uniformly
hyperbolic skew product flows satisfying a uniform nonintegrability condition, gen-
eralising from C2 flows as treated in [8] to C1+α flows. In doing so, we remove the
restriction in [9, 6] that unstable manifolds are one-dimensional.

The arguments are a straightforward combination of those in [6, 8]. We follow
closely the presentation in [6], with the focus on incorporating the ideas from [8]
where required.

Quotienting by stable leaves leads to a class of semiflows considered in Subsec-
tion 3.1. The flows are considered in Subsection 3.2.

The current section is completely independent from Section 2, so overlaps in no-
tation will not cause any confusion.

3.1 C1+α uniformly expanding semiflows

Fix α ∈ (0, 1). Let Y ⊂ Rm be an open ball2 in Euclidean space with Euclidean
distance d. We suppose that diamY = 1. Let Leb denote Lebesgue measure on Y .
Let P be a countable partition mod 0 of Y consisting of open sets.

Suppose that F :
⋃
U∈P U → Y is C1+α on each U ∈ P and maps U diffeomorphi-

cally onto Y . Let H = {h : U → Y : U ∈ P} denote the family of inverse branches,
and let Hn denote the inverse branches for F n. We say that F is a C1+α uniformly
expanding map if there exist constants C1 ≥ 1, ρ0 ∈ (0, 1) such that

2More generally, we could consider a John domain as in [8] but the current setting suffices for
our purposes.
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(i) |Dh|∞ ≤ C1ρ
n
0 for all h ∈ Hn, n ≥ 1;

(ii) | log | detDh| |α ≤ C1 for all h ∈ H;

where |ψ|α = supy 6=y′ |ψ(y) − ψ(y′)|/d(y, y′)α. Under these assumptions, it is stan-
dard [1] that there exists a unique F -invariant absolutely continuous measure µ. The
density dµ/dLeb is Cα, bounded above and below, and µ is ergodic and mixing.

We consider roof functions r :
⋃
U∈P U → R+ that are C1 on partition elements U

with inf r > 0. Define the suspension Y r = {(y, u) ∈ Y ×R : 0 ≤ u ≤ r(y)}/ ∼ where
(y, r(y)) ∼ (Fy, 0). The suspension semiflow Ft : Y r → Y r is given by Ft(y, u) =
(y, u+t) computed modulo identifications, with ergodic invariant probability measure
µr = (µ × Lebesgue)/r̄ where r̄ =

∫
Y
r dµ. We say that Ft is a C1+α uniformly

expanding semiflow if F is a C1+α uniformly expanding map and we can choose C1

from condition (i) and ε > 0 such that

(iii) |D(r ◦ h)|∞ ≤ C1 for all h ∈ H;

(iv)
∑

h∈H e
ε|r◦h|∞| detDh|∞ <∞.

Let rn =
∑n−1

j=0 r ◦ F j and define

ψh1,h2 = rn ◦ h1 − rn ◦ h2 : Y → R,

for h1, h2 ∈ Hn. We require the following uniform nonintegrability condition [8,
Equation (6.6)]:

(UNI) There exists E > 0 and h1, h2 ∈ Hn0 , for some sufficiently large n0 ≥ 1, with
the following property: There exists a continuous unit vector field ` : Rm → Rm

such that |Dψh1,h2(y) · `(y)| ≥ E for all y ∈ Y .

(The requirement “sufficiently large” can be made explicit as in [6, Equations (2.1)
to (2.3)].) From now on, n0, h1 and h2 are fixed.

Define Fα(Y r) to consist of L∞ functions v : Y r → R such that ‖v‖α = |v|∞ +
|v|α <∞ where

|v|α = sup
(y,u)6=(y′,u)

|v(y, u)− v(y′, u)|
d(y, y′)α

.

Define Fα,k(Y
r) to consist of functions with ‖v‖α,k =

∑k
j=0 ‖∂

j
t v‖α < ∞ where ∂t

denotes differentiation along the semiflow direction.
We can now state the main result in this section. Given v ∈ L1(Y r), w ∈ L∞(Y r),

define the correlation function

ρv,w(t) =

∫
v w ◦ Ft dµr −

∫
v dµr

∫
w dµr.
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Theorem 3.1 Suppose that Ft : Y r → Y r is a C1+α uniformly expanding semiflow
satisfying (UNI). Then there exist constants c, C > 0 such that

|ρv,w(t)| ≤ Ce−ct‖v‖α,1‖w‖α,1,

for all t > 0 and all v, w ∈ Fα,1(Y r) (alternatively all v ∈ Fα,2(Y r), w ∈ L∞(Y r)).

In the remainder of this subsection, we prove Theorem 3.1.
For s ∈ C, let Ps denote the (non-normalised) transfer operator

Ps =
∑
h∈H

As,h, As,hv = e−sr◦h| detDh| v ◦ h.

For v : Y → C, define ‖v‖α = max{|v|∞, |v|α} where |v|α = supy 6=y′ |v(y) −
v(y′)|/d(y, y′)α. Let Cα(Y ) denote the space of functions v : Y → C with ‖v‖α <∞.
We introduce the family of equivalent norms

‖v‖b = max{|v|∞, |v|α/(1 + |b|α)}, b ∈ R.

Proposition 3.2 Write s = σ + ib. There exists ε ∈ (0, 1) such that the family s 7→
Ps of operators on Cα(Y ) is continuous on {σ > −ε}. Moreover, sup|σ|<ε ‖Ps‖b <∞.

Proof The first five lines of the proof of [6, Proposition 2.5] should be changed to
the following:

Using the inequality 1 − t ≤ − log t valid for t > 0, we obtain for a > b > 0 that
a − b = a(1 − b

a
) ≤ −a log b

a
= a(log a − log b). Hence

∣∣| detDh(x)| − | detDh(y)|
∣∣ ≤

| detDh|∞
(

log | detDh(x)| − log | detDh(y)|
)

and so by (ii),∣∣| detDh(x)| − | detDh(y)|
∣∣ ≤ C1| detDh|∞ d(x, y)α for all h ∈ H, x, y ∈ Y . (3.1)

The proof now proceeds exactly as for [6, Proposition 2.5] (with R, h′ and |x − y|
changed to r, detDh and d(x, y)).

The unperturbed operator P0 has a simple leading eigenvalue λ0 = 1 with strictly
positive Cα eigenfunction f0. By Proposition 3.2, there exists ε ∈ (0, 1) such that
Pσ has a continuous family of simple eigenvalues λσ for |σ| < ε with associated Cα

eigenfunctions fσ. For s = σ + ib with |σ| ≤ ε, we define the normalised transfer
operators

Lsv = (λσfσ)−1Ps(fσv) = (λσfσ)−1
∑
h∈H

As,h(fσv).

In particular, Lσ1 = 1 and |Ls|∞ ≤ 1.
Set C2 = C2

1/(1− ρ), ρ = ρα0 . Then

(ii1) | log | detDh| |α ≤ C2 for all h ∈ Hn, n ≥ 1,

(iii1) |D(rn ◦ h)|∞ ≤ C2 for all h ∈ Hn, n ≥ 1.
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Write

Lns v = λ−nσ f−1
σ

∑
h∈Hn

As,h,n(fσv), As,h,nv = e−srn◦h| detDh|v ◦ h.

Lemma 3.3 (Lasota-Yorke inequality) There is a constant C3 > 1 such that

|Lns v|α ≤ C3(1 + |b|α)|v|∞ + C3ρ
n|v|α ≤ C3(1 + |b|α){|v|∞ + ρn‖v‖b},

for all s = σ + ib, |σ| < ε, and all n ≥ 1, v ∈ Cα(Y ).

Proof It follows from (ii1) that∣∣| detDh(x)| − | detDh(y)|
∣∣ ≤ C2| detDh|∞ d(x, y)α ≤ C2e

C2 | detDh(z)| d(x, y)α

for all h ∈ Hn, n ≥ 1, x, y, z ∈ Y . The proof now proceeds exactly as for [6,
Lemma 2.7].

Corollary 3.4 ‖Lns‖b ≤ 2C3 for all s = σ + ib, |σ| < ε, and all n ≥ 1.

Proof This is unchanged from [6, Corollary 2.8].

Given b ∈ R, we define the cone

Cb =
{

(u, v) : u, v ∈ Cα(Y ), u > 0, 0 ≤ |v| ≤ u, | log u|α ≤ C4|b|α,

|v(x)− v(y)| ≤ C4|b|αu(y)d(x, y)α for all x, y ∈ Y
}
.

Throughout Bδ(y) = {x ∈ Rm : d(x, y) < δ}.

Lemma 3.5 (Cancellation Lemma) Assume that the (UNI) condition is satisfied
(with associated constants E > 0 and n0 ≥ 1). Let h1, h2 ∈ Hn0 be the branches from
(UNI).

There exists 0 < δ < ∆ = 4π/E such that for all s = σ + ib, |σ| < ε, |b| ≥ 1, and
all (u, v) ∈ Cb we have the following:

For every y′ ∈ Y with B(δ+∆)/|b|(y
′) ⊂ Y , there exists y′′ ∈ B∆/|b|(y

′) such that one
of the following inequalities holds on Bδ/|b|(y

′′):

Case h1: |As,h1,n0(fσv) + As,h2,n0(fσv)| ≤ 3
4
Aσ,h1,n0(fσu) + Aσ,h2,n0(fσu),

Case h2: |As,h1,n0(fσv) + As,h2,n0(fσv)| ≤ Aσ,h1,n0(fσu) + 3
4
Aσ,h2,n0(fσu).

Proof Let θ = V − bψh1,h2 where ψh1,h2 = rn0 ◦ h1 − rn0 ◦ h2 and V = arg(v ◦ h1)−
arg(v ◦ h2).

We follow the following steps from [6, Lemma 2.9]:
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(1) Reduce to the situation where |v(hmy
′)| > 1

2
u(hmy

′) for both m = 1 and m = 2.

(2) Establish the estimate |V (y)− V (y′)| ≤ π/6 for all y ∈ B(δ+∆)/|b|(y
′).

(3) Construct y′′ ∈ B∆/|b|(y
′) such that

b(ψh1,h2(y
′′)− ψh1,h2(y′)) = θ(y′)− π mod 2π.

(4) Deduce that |θ(y)− π| ≤ 2π/3 for all y ∈ B(δ+∆)/|b|(y
′).

(5) Conclude the desired result.

Only step (3) requires any change from the argument in [6, Lemma 2.9]. We
provide here the modified argument. Approximate the continuous unit vector field
` : Rm → Rm in (UNI) by a smooth vector field ` : Rm → Rm with |`(x)| ≤ 1 for all
x ∈ Rm. By condition (iii1), the approximation can be chosen close enough that

|Dψh1,h2(y) · `(y)| ≥ 1
2
E for all y ∈ Y . (3.2)

Let g : [0,∆/|b|]→ Rm be the solution to the initial value problem

dg
dt

= ` ◦ g, g(0) = y′

and set yt = g(t). Note that d(yt, y
′) ≤

∫ t
0
|`(g(s))| ds ≤ ∆/|b|, so yt ∈ B∆/|b|(y

′) for
all t ∈ [0,∆/|b|]. By the mean value theorem applied to ψh1,h2 ◦ g : [0,∆/|b|] → R
and (3.2),

|ψh1,h2(yt)− ψh1,h2(y′)| ≥ t inf
s∈[0,∆/|b|]

|Dψh1,h2(ys) · `(ys)| ≥ 1
2
Et = (2π/∆)t

for all t ∈ [0,∆/|b|]. It follows that b(ψh1,h2(yt) − ψh1,h2(y
′)) fills out an interval

around 0 of length at least 2π as t varies in [0,∆/|b|]. In particular, we can choose
y′′ ∈ B∆/|b|(y

′) such that (3) holds.

Let {y′1, . . . , y′k} ⊂ Y be a maximal set of points such that the open balls
B(δ+∆)/|b|(y

′
i) are disjoint and contained in Y .

Let (u, v) ∈ Cb. For each i = 1, . . . , k, there exists a ball Bi = Bδ/|b|(y
′′
i ) on which

the conclusion of Lemma 3.5 holds. Write type(Bi) = hm if we are in case hm. Let

B̂i = B 1
2
δ/|b|(y

′′
i )

There exists a universal constant C > 0 and a C1 function ωi : Y → [0, 1] such

that ωi ≡ 1 on B̂i, ωi ≡ 0 on Y \Bi, and ‖ωi‖C1 ≤ C|b|/δ. Define ω : Y → [0, 1],

ω(y) =

{∑
type(Bi)=hm

ωi(F
n0y), y ∈ rangehm, m = 1, 2

0 otherwise.

Note that ‖ω‖C1 ≤ C ′|b| where C ′ = Cδ is independent of (u, v) ∈ Cb and s ∈ C, and
we can assume that C ′ > 4. Then χ = 1 − ω/C ′ : Y → [3

4
, 1] satisfies |Dχ| ≤ |b|.

Moreover, if type(Bi) = hm then χ ≡ η on rangehm where η = 1− 1/C ′ ∈ (0, 1).
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Corollary 3.6 Let δ, ∆ be as in Lemma 3.5. Let |b| ≥ 1, (u, v) ∈ Cb. Let χ =
χ(b, u, v) be the C1 function described above (using the branches h1, h2 ∈ Hn0 from
(UNI)). Then |Ln0

s v| ≤ Ln0
σ (χu) for all s = σ + ib, |σ| < ε.

Proof This is immediate from Lemma 3.5 and the definition of χ.

Define the disjoint union B̂ =
⋃
B̂i.

Proposition 3.7 Let K > 0. There exists c1 > 0 such that
∫
B̂
w dµ ≥ c1

∫
Y
w dµ for

all Cα function w : Y → (0,∞) with | logw|α ≤ K|b|α, for all |b| ≥ 16π/E.

Proof Let y ∈ Y . Since (δ + ∆)/|b| ≤ 2∆/|b| = 8π/(E|b|) ≤ 1
2
, there exists z ∈ Y

with B(δ+∆)/|b|(z) ⊂ Y such that d(z, y) < (δ + ∆)/|b|. By maximality of the set
of points {y′1, . . . , y′k}, there exists y′i such that B(δ+∆)/|b|(z) intersects B(δ+∆)/|b|(y

′
i).

Hence Y ⊂
⋃k
i=1B

∗
i where B∗i = B3(δ+∆)/|b|(y

′
i). Since the density dµ/dLeb is bounded

above and below, there is a constant c2 > 0 such that µ(B̂i) ≥ c2µ(B∗i ) for each i.

Let x ∈ B̂i, y ∈ B∗i . Then d(x, y) ≤ 4(δ + ∆)/|b| and so |w(x)/w(y)| ≤ eK
′

where
K ′ = {4(δ + ∆)}αK. It follows that∫

B̂i

w dµ ≥ µ(B̂i) inf
B̂i

w ≥ c2e
−K′µ(B∗i ) sup

B∗i

w ≥ c1

∫
B∗i

w dµ,

where c1 = c2e
−K′ . Since the sets B̂i ⊂ Y are disjoint,∫
B̂

w dµ =
∑
i

∫
B̂i

w dµ ≥ c1

∑
i

∫
B∗i

w dµ ≥ c1

∫
Y

w dµ

as required.

Lemma 3.8 (Invariance of cone) There is a constant C4 depending only on C1,
C2, |f−1

0 |∞ and |f0|α such that the following holds:
For all (u, v) ∈ Cb, we have that(

Ln0
σ (χu) , Ln0

s v
)
∈ Cb,

for all s = σ + ib, |σ| < ε, |b| ≥ 1. (Here, χ = χ(b, u, v) is from Corollary 3.6.)

Proof This is unchanged from [6, Lemma 2.12].

Lemma 3.9 (L2 contraction) There exist ε, β ∈ (0, 1) such that∫
Y

|Lmn0
s v|2 dµ ≤ βm|v|2∞

for all m ≥ 1, s = σ+ ib, |σ| < ε, |b| ≥ max{16π/E, 1}, and all v ∈ Cα(Y ) satisfying
|v|α ≤ C4|b|α|v|∞.
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Proof Define u0 ≡ 1, v0 = v/|v|∞ and inductively,

um+1 = Ln0
σ (χmum), vm+1 = Ln0

s (vm),

where χm = χ(b, um, vm). It is immediate from the definitions that (u0, v0) ∈ Cb, and
it follows from Lemma 3.8 that (um, vm) ∈ Cb for all m. Hence inductively the χm are
well-defined as in Corollary 3.6.

We proceed as in [6, Lemma 2.13] in the following steps.

(1) It suffices to show that there exists β ∈ (0, 1) such that
∫
Y
u2
m+1 dµ ≤ β

∫
u2
m dµ

for all m.

(2) Define w = Ln0
0 (u2

m). Then

u2
m+1(y) ≤

{
ξ(σ)η1w(y) y ∈ B̂
ξ(σ)w(y) y ∈ Y \ B̂

where ξ(σ) can be made as close to 1 as desired by shrinking ε. Here, η1 ∈ (0, 1)
is a constant independent of v, m, s, y.

(3) The function w : Y → R satisfies the hypotheses of Proposition 3.7; conse-
quently

∫
B̂
w dµ ≥ c1

∫
Y \B̂ w dµ. This leads to the desired conclusion.

Lemma 3.10 (Cα contraction) Let E ′ = max{16π/E, 2}. There exists ε ∈ (0, 1),
γ ∈ (0, 1) and A > 0 such that ‖P n

s ‖b ≤ γn for all s = σ + ib, |σ| < ε, |b| ≥ E ′,
n ≥ A log |b|.

Proof This is unchanged from [6, Proposition 2.14, Corollary 2.15 and Theo-
rem 2.16].

Proof of Theorem 3.1 This is identical to [6, Section 2.7]. We note that there is a
typo in the statement of [6, Lemma 2.23] where |b| ≤ D′ should be |b| ≥ D′ (twice).
Also, for the second statement of [6, Proposition 2.18] it would be more natural to
argue that∫

Y

eεr dLeb =
∑
h∈H

∫
h(Y )

eεr dLeb

=
∑
h∈H

∫
Y

eεr◦h| detDh| dLeb ≤ Leb(Y )
∑
h∈H

eε|r◦h|∞| detDh|∞

which is finite by condition (iv). Hence
∫
Y
eεr dµ <∞ by boundedness of dµ/dLeb.
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3.2 C1+α uniformly hyperbolic skew product flows

Let X = Y × Z where Y is an open ball of diameter 1 with Euclidean metric dY
and (Z, dZ) is a compact Riemannian manifold. Define the metric d((y, z), (y′, z′)) =
dY (y, y′) + dZ(z, z′) on X. Let f(y, z) = (Fy,G(y, z)) where F : Y → Y , G : X → Z
are C1+α.

We say that f : X → X is a C1+α uniformly hyperbolic skew product if F : Y → Y
is a C1+α uniformly expanding map satisfying conditions (i) and (ii) as in Section 3.1,
with absolutely continuous invariant probability measure µ, and moreover

(v) There exist constants C > 0, γ0 ∈ (0, 1) such that d(fn(y, z), fn(y, z′)) ≤
Cγn0 d(z, z′) for all y ∈ Y , z, z′ ∈ Z.

Let πs : X → Y be the projection πs(y, z) = y. This defines a semiconjugacy
between f and F and there is a unique f -invariant ergodic probability measure µX
on X such that πs∗µX = µ.

Suppose that r :
⋃
U∈P U → R+ is C1 on partition elements U with inf r > 0.

Define r : X → R+ by setting r(y, z) = r(y). Define the suspension Xr = {(x, u) ∈
X × R : 0 ≤ u ≤ r(x)}/ ∼ where (x, r(x)) ∼ (fx, 0). The suspension flow ft : Xr →
Xr is given by ft(x, u) = (x, u + t) computed modulo identifications, with ergodic
invariant probability measure µrX = (µX × Lebesgue)/r̄.

We say that ft is a C1+α uniformly hyperbolic skew product flow provided f : X →
X is a C1+α uniformly hyperbolic skew product as above, and r : Y → R+ satisfies
conditions (iii) and (iv) as in Section 3.1. If F : Y → Y and r : Y → R+ satisfy
condition (UNI) from Section 3.1, then we say that the skew product flow ft satisfies
(UNI).

Define Fα(Xr) to consist of L∞ functions v : Xr → R such that ‖v‖α = |v|∞ +
|v|α <∞ where

|v|α = sup
(y,z,u)6=(y′,z′,u)

|v(y, z, u)− v(y′, z′, u)|
d((y, z), (y′, z′))α

.

Define Fα,k(X
r) to consist of functions with ‖v‖α,k =

∑k
j=0 ‖∂

j
t v‖α < ∞ where ∂t

denotes differentiation along the flow direction.
We can now state the main result in this section. Given v ∈ L1(Xr), w ∈ L∞(Xr),

define the correlation function

ρv,w(t) =

∫
v w ◦ ft dµrX −

∫
v dµrX

∫
w dµrX .

Theorem 3.11 Assume that ft : X → X is a C1+α hyperbolic skew product flow
satisfying the (UNI) condition. Then there exist constants c, C > 0 such that

|ρv,w(t)| ≤ Ce−ct‖v‖α,1‖w‖α,1,

for all t > 0 and all v, w ∈ Fα,1(Xr) (alternatively all v ∈ Fα,2(Xr), w ∈ Fα(Xr)).

Proof This is unchanged from [6, Section 4].
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4 Proof of Theorem 1.2

We return to the situation of Section 2, so Λ ⊂M is a uniformly hyperbolic attractor
for a C1+α flow, α ∈ (0, 1), defined on a compact Riemannian manifold. Define the
open unstable disk Y = W u

δ (p) with discrete return time R : Y → Z+ and induced
map F = π ◦ φR : Y → Y as in Theorem 2.1.

Under smoothness assumptions on holonomies, we verify the conditions on the
suspension flow ft in Section 3 and obtain Theorem 1.2 as an easy consequence.

Proposition 4.1 Suppose that the centre-stable holonomies are C1+α. (In particular,

π : D̂ → D is C1+α.) Then (after shrinking δ0 in Section 2 if necessary) F is a C1+α

uniformly expanding map.

Proof As in Remark 2.2, it is immediate that F |U : U → Y is a C1+α diffeomorphism
for all U ∈ P . Let h : Y → U be an inverse branch with R|U = n, and define
πU = π|φn(U) : φn(U)→ D. Then

λ−1|v| ≤ λ−n|v| ≤ |Dφn(x)v| ≤ |(DπU)−1|∞|DF (x)v|

for all x ∈ U , v ∈ TxY . Hence |Dh|∞ ≤ ρ0 where ρ0 = λ supU |(DπU)−1|∞. Shrinking
δ0, we can ensure that ρ0 < 1. In particular, condition (i) in Section 3.1 holds (with
C1 = 1). Condition (ii) is the standard distortion estimate.

In the remainder of this section, we suppose moreover that the stable holonomies
are C1+α. Shrink δ0 ∈ (0, 1) as in Proposition 4.1 and shrink δ1 ∈ (0, δ0) so that
φt(W

s
δ1

(y)) ⊂ W s
δ0

(φty) for all t > 0, y ∈ Λ. Recall that D = W u
δ0

(p) and

D̂ =
⋃
y∈D

W cs
δ0

(y) =
⋃
|t|<δ0

φt

( ⋃
y∈D

W s
δ0

(y)
)
.

The projection πs :
⋃
y∈DW

s
δ0

(y) → D given by πs|W s
δ0

(y) ≡ y is C1+α. Moreover,

π = πs ◦ φr0 where φr0 : D̂ →
⋃
y∈DW

s
δ0

(y) and r0 : D̂ → (−δ0, δ0) is C1+α. Define
r = R + r0 on Y . The choice δ0 < 1 ensures that inf r ≥ 1 − δ0 > 0. Define the
corresponding semiflow Ft : Y r → Y r.

Proposition 4.2 Ft : Y r → Y r is a C1+α uniformly expanding semiflow.

Proof By Proposition 4.1, F is a C1+α uniformly expanding map. In particular,
conditions (i) and (ii) are satisfied.

Notice that F = πs ◦ φr where r = R + r0 is C1+α on partition ele-
ments U ∈ P . Since Dr = Dr0 on partition elements, it is immediate that
suph∈H |D(r ◦ h)|∞ ≤ |Dr0|∞ suph∈H |Dh|∞ ≤ ρ0|Dr0|∞ <∞ verifying condition (iii)
on r. Recall that Leb(R > n) = O(γn) for some γ ∈ (0, 1), so we can choose
ε > 0 such that

∫
Y
eεR dLeb < ∞. Condition (ii) ensures that | detDh|∞ ≤
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(LebY )−1eC1 Leb(rangeh) for all h ∈ H. Hence
∑

h∈H e
ε|r◦h|∞| detDh|∞ �∑

h∈H e
ε|R◦h|∞ Leb(rangeh) =

∫
Y
eεR dLeb <∞ verifying condition (iv) on r.

We now make a C1+α change of coordinates so that D̂ is identified with D ×
W s
δ0

(p) × (−δ0, δ0) where {y} ×W s
δ0

(p) is identified with W s
δ0

(y) for all y ∈ D and
(−δ0, δ0) is the flow direction. Let X = Y × Z where Z = W s

δ0
(p) and define r :

X → (0,∞) by r(y, z) = r(y). Also, define f = φr : X → X and the corresponding
suspension flow ft : Xr → Xr

Proposition 4.3 ft : Xr → Xr is a C1+α uniformly hyperbolic skew product flow.

Proof Note that πs(X) = Y and πs(y, z) = y. Also, f(y, z) = (Fy,G(y, z)) where
G : X → Z is C1+α. Since Z corresponds to the exponential contracting stable
foliation, condition (v) in Section 3.2 is satisfied. Hence f : X → X is a C1+α

uniformly hyperbolic skew product and the corresponding suspension flow ft : Xr →
Xr is a C1+α uniformly hyperbolic skew product flow.

Next we recall the standard argument that joint nonintegrability implies (UNI)
in the current situation. (Similar arguments are given for instance in [7, Section 3]
and [21, Section 5.3].)

Joint nonintegrability is defined in terms of the temporal distortion function. To
define this intrinsically (independently of the inducing scheme) we have to introduce
the first return time τ : X → R+ and the Poincaré map g : X → X given by

τ(x) = inf{t > 0 : φt(x) ∈ X}, g(x) = φτ(x)(x).

Note that τ is constant along stable leaves by the choice of X.
For x1, x2 ∈ X, define the local product [x1, x2] to be the unique intersection point

of W u(x1) ∩W s(x2). The temporal distortion function D is defined to be

D(x1, x2) =
∞∑

j=−∞

{
τ(gjx1)− τ(gj[x1, x2])− τ(gj[x2, x1]) + τ(gjx2)

}
at points x1, x2 ∈ X. The stable and unstable bundles are jointly integrable if and
only if D ≡ 0.

Lemma 4.4 Joint nonintegrability of the stable and unstable bundles implies (UNI).

Proof For points x, x′ ∈ X with x′ ∈ W u(x), we define

D0(x, x′) =
∞∑
j=1

{
τ(g−jx)− τ(g−jx′)

}
.
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Since τ is constant along stable leaves,

D(x1, x2) =
∞∑
j=1

{
τ(g−jx1)− τ(g−j[x1, x2])− τ(g−j[x2, x1]) + τ(g−jx2)

}
= D0(x1, [x1, x2]) +D0(x2, [x2, x1]).

Next, we find a more convenient expression for D0 in terms of r and f . Note that
for any x ∈ X, there exists N(x) ∈ Z+ (the number of returns to X up to time r(x))
such that

r(x) =

N(x)−1∑
`=0

τ(g`x), f(x) = gN(x)x.

Corresponding to the partition P of Y , we define the collection P̃ = {Ū × Z̄ :

U ∈ P} of closed subsets of X. Suppose that x, x′ ∈ V0, V0 ∈ P̃ , with x′ ∈ W u(x).
The induced map f : X → X need not be invertible since it is not the first return
to X. However, we may construct suitable inverse branches zj, z

′
j of x, x′ as follows.

Set z0 = x, z′0 = x′. Since f is transitive and continuous on closures of partition

elements, there exists V1 ∈ P̃ and z1 ∈ V1 such that fz1 = z0. Since F is full-branch,
f(W u(z1) ∩ V1) ⊃ W u(z0), so there exists z′1 ∈ W u(z1) ∩ V1 such that fz′1 = z′0.

Inductively, we obtain Vn ∈ P̃ and zj, z
′
j ∈ Vn with z′j ∈ W u(zj) such that fzj = zj−1

and fz′j = z′j−1.

By construction, zj−1 = fzj = gN(zj)zj. Hence zj = g−(N(z1)+···+N(zj))x and

r(zj) =

N(zj)−1∑
`=0

τ(g`g−(N(z1)+···+N(zj))x) =

N(z1)+···+N(zj)∑
`=N(z1)+···+N(zj−1)+1

τ(g−`x).

A similar expression holds for r(z′j). Hence

D0(x, x′) =
∞∑
j=1

{
r(zj)− r(z′j)

}
.

We are now in a position to complete the proof of the lemma, showing that if (UNI)
fails, then D ≡ 0. To do this, we make use of [8, Proposition 7.4] (specifically the
equivalence of their conditions 1 and 3). Namely, the failure of the (UNI) condition
in Section 3.1 means that we can write r = ξ ◦ F − ξ + ζ on Y where ξ : Y → R is
continuous (even C1) and ζ is constant on partition elements U ∈ P . Extending ξ
and ζ trivially to X = Y ×Z, we obtain that r = ξ ◦f − ξ+ ζ on X where ξ : X → R
is continuous and constant on stable leaves, and ζ is constant on elements V ∈ P̃ . In
particular,

n∑
j=1

r(zj) =
n∑
j=1

{
ξ(zj−1 − ξ(zj) + ζ(zj)

}
= ξ(x)− ξ(zn) +

n∑
j=1

ζ(zj).
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For x, x′ ∈ V0, V0 ∈ P̃ , with x′ ∈ W u(x), it follows that

n∑
j=1

{
r(zj)− r(z′j)} = ξ(x)− ξ(x′)− ξ(zn) + ξ(z′n).

Taking the limit as n→∞, we obtain thatD0(x, x′) = ξ(x)−ξ(x′). HenceD(x1, x2) =
ξ(x1)−ξ([x1, x2])−ξ([x2, x1])+ξ(x2). Since ξ is constant on stable leaves, D(x1, x2)= 0
as required.

Proof of Theorem 1.2 By Proposition 4.3 and Lemma 4.4, ft is a C1+α uniformly
hyperbolic flow satisfying (UNI). The result for C1+α observables follows from Theo-
rem 3.11. As in [18], the result follows from a standard interpolation argument (see
also [6, Corollary 2.3]).
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