The conjugacy problem for Coxeter groups

Daan Krammer
June 18, 2008

University of Warwick
Mathematics Department
Coventry CV4 7AL
United Kingdom
D.Krammer@warwick.ac.uk

Abstract
This is largely my 1994 thesis supervised by Arjeh Cohen. We prove that for every finite rank Coxeter group there exists a polynomial (cubic) solution to the conjugacy problem.
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Dependence of sections and appendices.

Notational conventions. More specific notational conventions can be found on page 93.

- \#X: cardinality of a set X
- \langle X \rangle: group or root system generated by a set X
- w^Z: group generated by an element w
- \setminus: division by a left group action
- \smallsetminus: set difference
- \subset: (not necessarily strict) inclusion
- \sqcup: disjoint union
- X^0: topological interior of X
- X: topological closure of X
- C(w): conjugacy class
- N(H): normalizer
- Z(H): centralizer
- G \rtimes N: semi-direct product with normal subgroup N
- Ann: annihilator for dual vector spaces
- Ch: convex hull
- Im: image of a map
- O(k), O(k, \ell): real orthogonal groups
- P(X): power set of X
- Span: linear span
- Sym(X): symmetric group on X
Introduction

Algorithms. There exists a precise definition of what an algorithm is ([40, Chapter 5]), but for reading this paper it is enough to have as little familiarity with the concept as one acquires after writing a few computer programs.

More important to us than whether an algorithm exists is whether a fast algorithm exists: the complexity. An algorithm is called polynomial of exponent $k$ if $t(n) = O(n^k)$ where $t(n)$ is the maximal time taken by the algorithm on input of length $n > 0$. An algorithm is called exponential if we have $t(n) = O(A^n)$ for some $A > 1$.

These are upper bounds for $t(n)$. If we are interested in lower bounds, we say so explicitly.

Algorithmic problems for groups. In 1912, Max Dehn [26] stated, and in certain cases solved, three fundamental problems on groups, two of which are as follows. Let $G = \langle X \mid R \rangle$ be a (say finitely) presented group. Thus, $X$ is a finite set, and $R$ is a finite subset of the free group $F(X)$ on $X$, and $G = F(X)/N$, where $N$ is the smallest normal subgroup of $F(X)$ containing $R$. Let $\pi: F(X) \to G$ denote the natural map.

**Word problem:** Does there exist an algorithm that, given $w \in F(X)$, decides whether or not $\pi w = 1$?

**Conjugacy problem:** Does there exist an algorithm that, given $v, w \in F(X)$, decides whether or not $\pi v$ and $\pi w$ are conjugate in $G$?

If an algorithm for the word problem exists, we say that the group has solvable word problem, and similarly for the conjugacy problem.

Note that if the conjugacy problem for a certain group is solvable, then so is the word problem. It is easy to see that the solvability of the two problems does not depend on the given presentation, only on the group $G$.

For a survey on the conjugacy problem, we refer to [37].

In order to make the complexity of the Dehn problems well-defined, we need to define what their input lengths are, at least up to reparametrisation by a polynomial.

Let $\ell: F(X) \to \mathbb{Z}$ be the length with respect to $X$. We saw that the input of the word problem is an element $g \in F(X)$; the length of this input is defined to be $\ell(g)$. Likewise, the input of the conjugacy problem is a pair $(g, h) \in F(X) \times F(X)$ and we define its length to be $\ell(g) + \ell(h)$.

This is a common choice but by no means the only possible one.

The word problem for Coxeter groups. A Coxeter matrix is a symmetric matrix $M = (m_{st})_{s, t \in S}$ with $m_{st} \in \{1, 2, \ldots \} \cup \{\infty\}$ and $m_{st} = 1 \iff s = t$. To a Coxeter matrix $M$ we associate a Coxeter group given by the presentation

$$W = \langle S \mid \{(st)^{m_{st}} \mid s, t \in S\} \rangle.$$

Our main references for Coxeter groups are [8], [19], [36], [47]. See also [7], [25], [33], [48].

Two solutions to the word problem for Coxeter groups were found by Tits. One of them is a consequence of his result that $W$ is isomorphic
to a subgroup of \( GL(n, \overline{\mathbb{Q}}) \) (corollary 1.2.3) where \( \overline{\mathbb{Q}} \) denotes an algebraic closure of \( \mathbb{Q} \). It is easy to deduce a polynomial (indeed, quadratic) solution to the word problem.

Another solution [46] is elegant because it uses only manipulations of words in \( X \). But it is slow: it has an exponential lower bound for time.

In 1993, Brigitte Brink and Bob Howlett, building on ideas of Mike Davis and Mike Shapiro, proved that finite rank Coxeter groups are automatic [10]. Every automatic group has a quadratic solution to the word problem and the involved algorithm is clean and easy to implement [32], [34].

The conjugacy problem for Coxeter groups. In his 1988 thesis [43] supervised by Mike Davis, Gábor Moussong proved that every finite rank Coxeter group acts properly cocompactly on a CAT(0) Euclidean complex. (An action \( G \times X \to X \) is called proper if for every compact set \( K \subset X \), the space \( \{ g \in G \mid K \cap gK \neq \emptyset \} \) is compact.) It is easy to deduce a solution to the conjugacy problem for Coxeter groups. Our version of these ideas can be found in appendix B. Also see the 2007 monograph [25] by Mike Davis.

This solution to the conjugacy problem was the only one so far, and it has both upper and lower time bounds which are exponential.

One of our main aims is to give a polynomial solution (theorem 6.7.4). It has a lot in common with Tits’s first solution to the word problem: it makes extensive use of Tits’ faithful representation of Coxeter groups; it is polynomial in time; and it involves algorithms in finite field extensions of \( \mathbb{Q} \), making it more wieldy to implement than one might have hoped.

The bulk of the paper doesn’t mention words like algorithm and complexity though and is devoted to proving theorems as usual.

One of our main results is theorem 6.5.14 which states the following. Let \( W \to GL(E^*) \) be the Tits representation of a Coxeter group \( W \) (see section 1 for details). Suppose that \( W \) is irreducible and not affine. Let \( u \in W \) not be contained in a parabolic subgroup of \( W \) other than \( W \) (see section 2). Then there is a 2-dimensional \( u \)-invariant subspace \( E_u \subset E^* \) meeting \( U^0 \), the interior of the Tits cone \( U \).

The algebraic rank of a group \( G \) is the supremum of those \( n \) for which \( \mathbb{Z}^n \) can be embedded in \( G \). Another main result is theorem 6.8.3. It implies that one can read off the algebraic rank of a Coxeter group from the Coxeter matrix. It explicitly gives the commensurability classes of abelian subgroups (two subgroups of \( W \) are called commensurable if their intersection has finite index in either).

What we don’t do. Our result leaves the following three questions open.

(a) We prove that every fixed Coxeter group has a polynomial word problem. In other words, the bounds depend on the group. What if the Coxeter group is allowed to vary?

(b) Find an algorithm which is easier to implement than ours.

Is there a property that groups may or may not have (call it property \( P \)) such that for every group with property \( P \) there exists
a polynomial solution to the conjugacy problem which is easy to implement? If so, can you prove that Coxeter groups have property P?

As to the word problem, one may choose property P to be automatic. Coxeter groups are known to be automatic [10].

(c) One may define the input length of a solution to a Dehn problem differently, resulting in a non-equivalent notion of complexity. Instead of the word metric with respect to a finite set \( X \) of generators, we suggest the straight line length with respect to \( X \): the straight line length of an element \( g \in F(X) \) is the least \( k > 0 \) for which there exist \( a_1, \ldots, a_k \in F(X) \) such that \( a_k = g \), and for all \( p \in \{1, \ldots, k\} \), either \( a_p \in X \) or there are \( i, j < p \) such that \( a_p = a_i a_j \) or \( a_p = a_i^{-1} \).

Comparison with the thesis. This paper is essentially my 1994 thesis. For ease of reference, I have kept the numbering of the original thesis as far as possible, resulting in some empty subsections. The main differences with my thesis are as follows.

I rewrote the introduction.

We removed sections 4.4, 6.6 and 6.9–6.11.

Appendix A has been replaced with a mere summary on CAT(0) Euclidean complexes, referring to the literature for all the proofs.

We slightly changed the statement of 6.8.2 and the proof of 6.8.3 to fix some unclarity in the proof of 6.8.3.

Many thanks to Bernhard Mühlherr who suggested to include 6.1.2. This also cancels the original item by that number, and simplifies the proof of 6.1.3.

Acknowledgement. As noted above, this paper is essentially my 1994 PhD thesis supervised by Arjeh Cohen at Utrecht. The paper owes an enormous lot to his insights. I am deeply indebted to Arjeh for his careful guidance. It was a wonderful time working with him.

Detailed overview by section

Section 1. This section collects the preliminaries with references to the literature for their proofs.

For the purpose of this introduction, we mention the following.

A central notion is a root basis, defined in 1.2.1. Every root basis gives rise to a faithful representation of an associated (finite rank) Coxeter group \( W \) in a finite dimensional real vector space \( E^* \).

The Tits cone is a certain convex cone \( U \subset E^* \) left invariant by \( W \). The \( W \)-action on the interior \( U^0 \) is proper.

A reflection in \( W \) is a conjugate to an element of \( S \). Every reflection in \( W \) gives rise to a hyperplane: the set of fixed points in \( U \). It has codimension 1.

The set of such hyperplanes is locally finite in \( U^0 \). A chamber is a connected component of \( U \) minus all hyperplanes. The Tits cone is the union of the closed chambers.

Section 2. In section 2 we prove some results on the Tits cone which have been known but deserve to be looked at again.
A root basis \((E, (\cdot, \cdot), \Pi)\) is said to be non-degenerate if \((\cdot, \cdot)\) is. We prove the (crucial) results of subsection 6.3 under the assumption that the root basis is non-degenerate. Luckily, as we prove in section 6.1, for every irreducible non-affine Coxeter group there exists a non-degenerate root basis. But it may not be a classical root basis, that is, a root basis where \(\Pi\) is a basis for \(E\). In section 2 we pay special attention to non-classical root bases.

For a subset \(X \subset U\) we define \(X' \subset W\) to be the pointwise stabilizer in \(W\) of \(X\). Conversely, for a subset \(H \subset W\) we define \(H' \subset U\) to be the set of points fixed by each element of \(H\). Sets of the form \(X'\) or \(H'\) are called stable. The prime maps set up a bijection between stable subsets of \(U\) and stable subsets of \(W\).

In the case of a classical root basis, the stable subsets of \(W\) are precisely the parabolic subgroups of \(W\). It follows that every subset \(X \subset W\) is contained in a unique smallest parabolic subgroup: its parabolic closure \(\text{Pc}(X)\). The parabolic closure \(\text{Pc}(w)\) of a single element \(w \in W\) is at the center of our attention in later sections.

For non-classical root bases, a parabolic subgroup may not be stable; see 2.1.4 for the correct statement in this direction.

**Section 3.** We recall in 3.1.3 an important theorem by Deodhar [27], earlier proved by Howlett [35] for finite Coxeter groups. Consider the groupoid (=category whose morphisms are invertible) whose objects are the subsets of \(S\) and such that the set of morphisms from \(I\) to \(J\) is the set of those \(g \in W\) for which \(g W_I g^{-1} = W_J\). The result gives an explicit set of generators of this groupoid. In particular, it tells us whether \(W_I, W_J\) are conjugate in \(W\).

Using this result, after a little work we arrive at corollary 3.1.13 which states the following. The conjugacy problem for Coxeter groups can be solved as soon as for all Coxeter groups, the following two problems can.

1. Given \(w \in W\), determine \(I \subset S, g \in W\) such that \(\text{Pc}(w) = g W_I g^{-1}\).
2. Given \(v, w \in W\) such that \(\text{Pc}(v) = \text{Pc}(w) = W\), decide whether \(v, w\) are conjugate in \(W\).

A polynomial algorithm for (1) is obtained later on in 5.10.9 and for (2) in 6.4.4 as well as in 6.7.4.

In subsection 3.2 we study finite parabolic subgroups. In particular, we solve both (1) and (2) if \(v, w\) are torsion (3.2.1(b) and 3.2.2).

**Section 4.** By a hyperbolic reflection group we mean a discrete subgroup of the isometry group of hyperbolic space, generated by finitely many reflections. Such a group is always a Coxeter group.

This should not be confused with word hyperbolic groups. See subsection 4.3 for a definition of this and a comparison of the two concepts.

Suppose that \((E, (\cdot, \cdot), \Pi)\) is a root base for \(W\) such that the symmetric bilinear form \((\cdot, \cdot)\) has signature \((n, 1)\). Then \(W\) is a hyperbolic reflection group; indeed hyperbolic space \(\mathbb{H}^n\) is one of the two components of \(\{x \in \mathbb{R}^n \mid (x, x) < 0\}\).

It is known that if \(g\) is an isometry of hyperbolic space \(\mathbb{H}^n\) then precisely one of the following is true (see 4.5.1).

(a) \(g\) has a fixed point in \(\mathbb{H}^n\).
(b) \( g \) has no fixed points in \( \mathbb{H}^n \), and has exactly one fixed point at infinity.

(c) \( g \) has no fixed points in \( \mathbb{H}^n \), and has exactly two fixed points at infinity.

In the above cases we call \( g \), respectively, elliptic, parabolic, and hyperbolic.

We find this trichotomy a useful guidance. In section 6 we will find a rather similar trichotomy for Coxeter groups.

The main result of section 4 is 4.7.3 stating that if \( w \in W \) is parabolic in the above sense and fixes \( \mathbb{R}_{>0}x \in \mathbb{H}^n \), then \( x \in U \). In theorem 4.7.6 we use this to give a solution to the conjugacy problem for hyperbolic reflection groups.

Section 5. For a root \( \alpha \), let \( f_\alpha : U^0 \to \{-1/2, 0, 1/2\} \) be the map

\[
f_\alpha(x) = \begin{cases} -1/2 & \text{if } \langle x, \alpha \rangle < 0, \\ 0 & \text{if } \langle x, \alpha \rangle = 0, \\ 1/2 & \text{if } \langle x, \alpha \rangle > 0. \end{cases}
\]

We define pseudometrics \( d_\alpha \) and \( d_\Phi \) on \( U^0 \) by

\[
d_\alpha(x, y) = |f_\alpha(x) - f_\alpha(y)|, \quad d_\Phi(x, y) = \sum_{\alpha \in \Phi^+} d_\alpha(x, y).
\]

Then \( d_\Phi(x, y) = 0 \) if and only if \( \{x, y\} \) is contained in some facet. Moreover, \( d_\Phi \) generalizes the metric \( d_W \) in the sense that \( d_W(x, y) = d_\Phi(xC, yC) \) for all \( x, y \in W \).

In this section, we fix an element \( w \in W \). We define the axis \( Q(w) \) by

\[
\{x \in U^0 \mid \text{for all } n \in \mathbb{Z}: d_\Phi(x, w^nx) = |n| d_\Phi(x, wx)\}.
\]

Examples of pictures of \( Q(w) \) can be found in figures 5–7. We prove that \( Q(w) \) is non-empty in 5.6.10.

A large part of section 5 is devoted to distinguishing different sorts of roots with respect to \( w \). For example, a root \( \alpha \) is said to be \( w \)-periodic if there exists \( n > 0 \) such that \( w^n \alpha = \alpha \).

We often say periodic instead of \( w \)-periodic if there is no danger of confusion, and likewise for the other classes of roots.

There is a bijection between the set \( \Phi \) of roots and the set of half-spaces. If the root \( \alpha \) corresponds to the half-space \( A \) then we say that \( A \) satisfies some property (such as being periodic) if \( \alpha \) does. Also, we have a 2-to-1 map from \( \Phi \) to the set of reflections in \( W \). If \( \alpha \) has a property then we say that the corresponding reflection \( r_\alpha \) has, provided this doesn’t lead to any confusion.

In figure 1.2 we give an overview of the classes of roots and their definitions.

In theorem 5.8.3 we prove that the parabolic closure \( Pc(w) \) of \( w \) is the subgroup of \( W \) generated by the \( w \)-essential reflections. Also, \( Pc(w) \) is a direct product \( Pc^\infty(w) \times Pc^0(w) \) where \( Pc^\infty(w) \) is generated by the odd reflections and \( Pc^0(w) \) by those reflections \( r_\alpha \) for which \( \alpha \) is perpendicular to all odd roots.

In subsection 5.10 we prove that there are polynomial algorithms doing all sorts of related computations. For example, on input \( w, \alpha \) one algorithm
Let $\alpha$ be a root and let $A$ denote the corresponding half-space.

We say that $A$ is \textit{even} if it is not periodic and for all $x \in W$, the number $\# \{ n \in \mathbb{Z} \mid A \text{ separates } w^n x \text{ from } w^{n+1} x \}$ is finite and even.

We say that $A$ is \textit{odd} if it is not periodic and for all $x \in W$, the number $\# \{ n \in \mathbb{Z} \mid A \text{ separates } w^n x \text{ from } w^{n+1} x \}$ is finite and odd.

We say that $A$ is \textit{supporting} if $Q(w) \subset H(\alpha) := \{ x \in U^0 \mid \langle x, \alpha \rangle > 0 \}$.

We say that $A$ is \textit{critical} if it satisfies the following equivalent conditions.

- $\text{Span } w^k \alpha$ is positive definite and $\sum_{n=1}^{k} w^n \alpha = 0$, where $k$ is the smallest positive integer with $w^k \alpha = \alpha$.
- $\bigcap_{n \in \mathbb{Z}} w^n A = \bigcap_{n \in \mathbb{Z}} w^n(W - A) = \emptyset$, and $A$ is periodic.
- $Q(w) \subset \mu(\alpha)$.

As the diagram suggests, a periodic root $\alpha$ is called \textit{rest} if it is not critical and neither $\alpha$ nor $-\alpha$ are supporting.

An odd root $\alpha$ is said to be \textit{outward} if for some (hence all) $x \in U^0$ the following holds. For almost all $n \in \mathbb{Z}$, we have $n\langle w^n x, \alpha \rangle < 0$. It is called \textit{inward} if $-\alpha$ is outward.

A root is called \textit{essential} if it is odd or critical.
(5.10.1) decides to which of the classes the root $\alpha$ belongs. Another example is an algorithm (5.10.9) that, on input $w$, finds $I \subset S$ and $g \in W$ such that $\text{Pc}(w) = gW_IG^{-1}$. Most of the algorithms make extensive use of the Tits cone.

**Section 6.** In 3.1.13 and 5.10.9, the conjugacy problem for Coxeter groups has been reduced to the case $\text{Pc}(v) = \text{Pc}(w) = W$. In section 6, we solve the conjugacy problem for this case.

We treat affine and non-affine groups separately. The affine groups have been taken care of in 4.2.1.

In subsection 6.1, it is shown that for irreducible infinite non-affine Coxeter groups, there exists a non-degenerate root basis, which means that the radical $E^\perp = \{ x \in E \mid (x, y) = 0 \text{ for all } y \in E \}$ is zero. Indeed, every root basis $E$ gives rise to one, obtained by dividing out the radical.

In subsection 6.2 we prove some useful inequalities, such as corollary 6.2.3 which states that if $\alpha < \beta < \gamma$ are roots then $(\alpha, \beta) \leq (\alpha, \gamma)$ and $(\beta, \gamma) \leq (\alpha, \gamma)$.

From here on, we assume $(W, S)$ to be irreducible, infinite and non-affine, unless stated otherwise. Furthermore, an element $w \in W$ with $\text{Pc}(w) = W$ is fixed. By 5.8.7, we have $\text{Pc}^\infty(w) = W$, and $\text{Span}(\Pi)$ is spanned by the outward roots.

By 6.1.3 there exists a non-degenerate root basis $(E, (\cdot, \cdot), \Pi)$ for $W$.

Also we may assume that $E$ is spanned by $\Pi$ and hence by the odd roots. Such $E$ is fixed from now on.

A key subsection is 6.3. One useful result from this subsection is corollary 6.3.8 stating that for all outward $\alpha, \beta$ one has $(\alpha, w^n\beta) \to \infty$ as $n \to \infty$ or $n \to -\infty$. Another is corollary 6.3.11 which says that for all outward $\alpha, \beta$ one has $w^{-n}\alpha < \beta < w^n\alpha$ for almost all $n > 0$. A result of independent interest is corollary 6.3.10 stating that $w^0$ has finite index in the centralizer of $w$.

In subsection 6.4 we prove that every Coxeter group of rank $r$ has a polynomial time conjugacy problem with exponent $r + 3$ (theorem 6.4.4). This is not our fastest algorithm, which will be obtained in a later subsection. Another result, unrelated to polynomial algorithms, is corollary 6.4.7 stating that for every finite rank Coxeter group $W$ there exists a constant $N = N(W)$ such that if $v, w \in W$ are conjugate, then there exists $g \in W$ with $gvg^{-1} = w$ and $\ell(g) \leq N(\ell(v) + \ell(w))$.

We turn to subsection 6.5. Let $\lambda$ denote the maximum of the absolute values of the complex eigenvalues of $w$. Let $E_{\mu} \subset E^*$ denote the generalized eigenspace of eigenvalue $\mu$, for all $\mu$.

A relatively easy lemma (6.5.4) states that $\lambda > 1$, that $\lambda$ is an eigenvalue of $w$, and that if $\mu$ is any eigenvalue of $w$ such that $|\mu| = \lambda$, then $(w - \mu)E_{\mu} = 0$.

The larger part of subsection 6.5 is devoted to proving that $\lambda$ is a simple eigenvalue. This is proved in theorem 6.5.14, which also yields that the set $Q_0(w) := (E_{\lambda} \oplus E_{\lambda^{-1}}) \cap U^0$ is 2-dimensional, indeed, of the form $\mathbb{R}_{>0}u_1 \oplus \mathbb{R}_{>0}u_2$ for independent $u_1, u_2 \in E^*$. It is the closest possible analogue to the axis in real hyperbolic space of a hyperbolic element. It is clear that $Q_0(w) \subset Q(w)$.

Theorem 6.7.4 states that for every (finite rank) Coxeter group there exists a cubic solution to the conjugacy problem, that is, a polynomial one
The conjugacy problem for Coxeter groups with exponent 3. The proof relies on our knowledge of $Q_0(w)$.

Subsection 6.8 presents some results of independent interest. They are not related to algorithms, and are relatively easily proved using some of our results.

Let $I_1, \ldots, I_n \subset S$ be irreducible, non-spherical and pairwise perpendicular. For all $i$, let $H_i \subset W_{I_i}$ be a subgroup as follows. If $I_i$ is affine, $H_i$ is the translation subgroup. Otherwise, $H_i$ is any subgroup of $W_{I_i}$ isomorphic to $Z$. We call $\prod_i H_i$ a standard free abelian subgroup.

The main result of this subsection is theorem 6.8.3 which states the following. Each free abelian subgroup of a finite rank Coxeter group $W$ has a finite index subgroup which is conjugate to a subgroup of a standard free abelian subgroup.

**Appendix A.** In this appendix we collect all definitions and results one needs to know to be able to read appendix B, and we point to the proofs in the literature. Our main reference is [9].

The appendix begins with a short introduction to metric spaces and their geodesics in subsection A.1. A geodesic space is a metric space in which any two points can be connected by a geodesic.

A Euclidean cell is the convex hull of finitely many points in Euclidean space $E^n$ with the usual metric. A Euclidean complex is what you get if you glue a bunch of Euclidean cells together by isometries of faces. By a metric complex we mean a Euclidean complex or its cousin, a spherical complex. In subsection A.2 we look at metric complexes.

A geodesic space $X$ is called CAT(0) if, roughly, triangles in $X$ are no fatter than in the Euclidean plane. For example, a simply connected complete Riemannian manifold is CAT(0) if and only if it has nonpositive curvature.

Just as in the tangent space to a point of a Riemannian manifolds there is a unit sphere, every point in a spherical complex has a tangent-space-like-thing with a spherical complex in it. The latter is called the link, and it is a spherical complex. One can repeat the link operation to obtain more complexes of ever smaller dimensions; they are also called links.

As we are interested in constructing an action of a Coxeter group on a CAT(0) Euclidean complex, we need a way to prove that a Euclidean complex is CAT(0) if it is. This is provided by theorem A.3.2. The condition is that every link satisfies the girth condition, that is, its minimal cycles have length at least $2\pi$.

**Appendix B.** In his 1988 thesis [43] supervised by Michael Davis, Gábor Moussong proved that every finite rank Coxeter group acts properly cocompactly on a CAT(0) Euclidean complex. We call it the Davis-Moussong complex $M$. Appendix B presents our approach to it.

The appendix begins with subsection B.1 on certain spherical complexes called nerves of almost negative matrices, or just nerves. Nerves satisfy the girth condition, see B.1.1. Moreover, links of nerves are themselves nerves (B.1.2).

One difference between our approach and Moussong’s is that we build $M$ from one (Euclidean) cell for each finite parabolic subgroup, whereas Moussong builds his complex from many copies of one thing, one for each
element of $W$. The Euclidean cells involved in our construction are studied in subsection B.2.

In subsection B.3 we construct the Davis-Moussong complex. Every link in $M$ is a nerve so $M$ is CAT(0) (see B.3.3).

In subsection B.4 we construct an embedding $f : M \to U^0$ of the Davis-Moussong complex in the interior of the Tits cone. For every cell $C \in M$, the bilinear form $(\cdot, \cdot)$ on $\text{Ann}(C) \subset E$ is positive definite. It follows that $\text{Span}(C)$ has a Euclidean metric. The metric on $C$ inherited from $\text{Span}(C)$ is the metric in $M$. This yields a different but equivalent construction of the Davis-Moussong complex.

One of the reasons we are interested in the Davis-Moussong complex is that it gives rise to a (slow) algorithm to the conjugacy problem for Coxeter groups. We prove this in proposition B.6.1 after some preparation in subsection B.5.

1 Coxeter groups

1.1 Coxeter groups

A Coxeter matrix is a symmetric matrix $M = (m_{ij})_{i,j \in X}$ indexed by a set $X$, with entries in $\{1, 2, \ldots\} \cup \{\infty\}$ such that $m_{ij} = 1 \iff i = j$. The Coxeter group associated to $M$ is the group generated by elements $s_i$ ($i \in X$) subject to the relations

$$(s_is_j)^{m_{ij}} = 1.$$ 

If $m_{ij} = \infty$, there is no relation. The Coxeter group is denoted by $W(M)$ or just $W$. Write $S = \{s_i \mid i \in X\} \subset W$. A Coxeter system is a pair $(W', S')$ of a group $W'$ and a subset $S' \subset W'$ such that there exists a Coxeter matrix $M$ and a group isomorphism $W(M) \to W'$, mapping $S$ to $S'$. The cardinality of $X$ is called the rank of the system (or group).

Let $(W, S)$ be a Coxeter system. Following [8], we construct a representation of $W$ as follows. Let $E$ be a real vector space with basis $\{e_i \mid i \in X\}$. Define a symmetric bilinear form $(\cdot, \cdot)$ on $E$ by $(e_i, e_j) = -\cos(\pi/m_{ij})$. We let $s_i$ act on $E$ as the orthogonal reflection in $e_i$, that is, $s_i x = x - 2(e_i, x)e_i$ for all $x \in E$. It is easy to check that this extends to a representation $W \to \text{GL}(E)$.

In particular, the map $i \mapsto s_i$ is bijective. We prefer $S$ over $X$ as the indexing set, that is, we write $m_{st} = m_{ij}$ where $s = s_i, t = s_j$, and $e_s = e_i$ where $s = s_i$. Another consequence of the representation is that $m_{st}$ is the exact order of $st$. Hence, the Coxeter matrix is determined by the Coxeter system.

For $w \in W$, define the length $\ell(w) = \min \{k \mid w = s_1 \cdots s_k \text{ for some } s_1, \ldots, s_k \in S\}$. We define a metric $d_W$ on $W$ by $d_W(x, y) = \ell(x^{-1}y)$.

Thus, the metric space $(W, d_W)$ is acted upon by $W$ from the left by multiplication. In the sequel, we will define two more metric spaces, acted upon by $W$. The actions will always be from the left.

The Cayley graph of $(W, S)$ is the graph with vertex set $W$ and edges $\{x, xs\}, x \in W, s \in S$. The edge $\{x, xs\}$ is sometimes labelled $s$. The metric $d_W$ is nothing but the path metric of the Cayley graph.

The Coxeter graph is the graph with vertex set $S$ and labelled edges $\{\{s, t\} \mid m_{st} > 2\}$ with labels $m_{st}$. Usually, labels 3 are omitted. The
Coxeter system (or group) is called **irreducible** if the Coxeter graph is connected.

For a subset $I \subset S$, we denote the subgroup of $W$ generated by $I$ by $W_I$. It is called a **standard parabolic subgroup** of $W$. Note that a subgroup of $W$ is a standard parabolic subgroup if and only if it is connected in the Cayley graph. A **parabolic subgroup** is a subgroup of $W$ conjugate to a standard parabolic one.

### 1.2 Root bases

**1.2.1 Definition.** A **root basis** is a triple $(E, (\cdot, \cdot), \Pi)$ of a real vector space $E$, a symmetric bilinear form $(\cdot, \cdot)$ on $E$ and a finite set $\Pi \subset E$ such that

1. For all $\alpha \in \Pi$: $(\alpha, \alpha) = 1$.
2. For all different $\alpha, \beta \in \Pi$:
   $$(\alpha, \beta) \in \{- \cos(\pi/m) \mid m \in \mathbb{Z}_{>1}\} \cup (-\infty,-1].$$
3. There exists $x \in E^*$ such that $(x, \alpha) > 0$ for all $\alpha \in \Pi$.

Here, $E^*$ denotes the dual of $E$, and $(\cdot, \cdot): E^* \times E \to \mathbb{R}$ is the pairing.

We are grateful to Bernhard M"uhlherr for pointing out that (3) is often a consequence of (1) and (2). See 6.1.2 for the precise statement and a proof.

Probably, many of our results on root bases do not require the assumption that $\Pi$ is finite. We will not go into this.

Note that $\Pi$ does not have to span $E$, nor be independent. If $(E, (\cdot, \cdot), \Pi)$ is a root basis, then so is $(\text{Span } \Pi, (\cdot, \cdot)', \Pi)$, where $(\cdot, \cdot)'$ is the restriction of $(\cdot, \cdot)$ to $\text{Span } \Pi$. An example of a root basis where $\Pi$ is dependent is associated to a quadrangle in the hyperbolic plane with angles $\pi/m_{st}$ (see section 4.6). Another example will be given in 6.1.4.

Given a Coxeter matrix $(m_{st})_{s,t \in S}$, a natural root basis is the one briefly mentioned in the previous subsection, and which is defined by $E = \bigoplus_{s \in S} \mathbb{R}e_s$, $(e_s, e_t) = -\cos(\pi/m_{st})$ ($= -1$ if $m_{st} = \infty$), $\Pi = \{e_s \mid s \in S\}$. Note that (3) is satisfied by $x \in E^*$ defined by $(x, e_s) = 1$ for all $s \in S$. We will sometimes refer to this as the **classical root basis**.

Fix a root basis $(E, (\cdot, \cdot), \Pi)$. For $\alpha \in \Pi$, define $r_{\alpha} \in \text{GL}(E)$ by $r_{\alpha}(x) = x - 2(x, \alpha)\alpha$. We define $S = \{r_{\alpha} \mid \alpha \in \Pi\}$, $W = \langle S \rangle \subset \text{GL}(E)$. The dual action of $W \subset \text{GL}(E)$ on $E^*$ is defined by $(ux, wy) = (x, y)$. Write $e_s = \alpha$ whenever $\alpha \in \Pi$, $s = r_{\alpha}$. For a subset $I \subset S$, write $\Pi_I = \{e_i \mid i \in I\}$. We sometimes write $a_{st} = (e_s, e_t)$. For a subset $I \subset S$, define the **Gram matrix** $A_I = (a_{st})_{s,t \in I}$, and write $E_I = \langle e_i \rangle$.

In the case where $E$ is a basis of $E$, it is sometimes convenient to use the basis $\{f_s\}$ of $E^*$ dual to $\{e_s\}$, which is defined by $(f_s, e_t) = \delta_{st}$.

We define

$$C = \{x \in E^* \mid (x, e_s) > 0 \text{ for all } s \in S\}.$$ 

Observe $C \neq \emptyset$ by (3). For every $I \subset S$, define the **face**

$$C_I = \left\{ x \in E^* \mid \begin{array}{c} (x, e_s) = 0 \text{ for all } s \in I \\ (x, e_s) > 0 \text{ for all } s \in S - I \end{array} \right\}.$$ 

We call a set $I \subset S$ **facial** if $C_I \neq \emptyset$. Note $C_S = C$ and $\overline{C} = \bigcup_{I \subset S} C_I$, where a bar denotes topological closure. We define the **Tits cone** $U =$...
∪\{wC \mid w \in W\}. Its topological interior relative to \(E^*\) is denoted by \(U^0\).

A **facet** is a set of the form \(wC_I, w \in W, I \subset S\). The **dimension** of a facet is by definition the dimension of its linear span. For two points \(x, y\) in a real vector space, write \([x, y] = \{tx + (1-t)y \mid t \in [0, 1]\}\). A subset \(X\) of a real vector space is called **convex** if for all \(x, y \in X\), we have \([x, y] \subset X\).

1.2.2 **Theorem.** Let \((E, \langle \cdot, \cdot \rangle, \Pi)\) be a root basis, and retain the notations of above. Then the following hold.

(a) \((W, S)\) is a Coxeter system, and \(W\) is a discrete subgroup of \(\text{GL}(E)\).
(b) Let \(w \in W, s \in S\). Then either
   \[\langle wC, e_s \rangle \subset \mathbb{R}_{>0} \text{ and } \ell(sw) > \ell(w)\]
   or
   \[\langle wC, e_s \rangle \subset \mathbb{R}_{<0} \text{ and } \ell(sw) < \ell(w)\].
(c) Let \(w \in W, I, J \subset S\). If \(C_I \cap wC_J \neq \emptyset\) then \(I = J\) and \(w \in W_I\).
(d) \(U\) is convex. If \(x, y \in U\) then there are only finitely many facets meeting \([x, y]\).

**Proof.** For the classical root basis, proofs can be found in [36, 5.13], [8, Th. 1, Ch. 4.4]. For other root bases, see [47] or apply 6.1.3.

1.2.3 **Corollary.**
(a) For all \(x \in C_I\), the stabilizer in \(W\) of \(x\) is \(W_I\).  
(b) Let \(I \subset S\). Then \((W_I, I)\) is a Coxeter system, and its length function is the restriction to \(W_I\) of the length function on \(W\).
(c) Let \(I, J \subset S\). Then \(W_I \cap W_J = W_{I \cap J}\).
(d) The word problem for Coxeter groups is solvable.

By 1.2.3(c), if \(X \subset W\) is a subset, then there exists a smallest standard parabolic subgroup of \(W\) containing \(X\). It is called the **standard parabolic closure** of \(X\).

1.2.4 **Proposition.** There exists an algorithm that, given \(x \in U\), finds \(w \in W\) such that \(wx \in \overline{C}\).

**Proof.** We describe the algorithm. Let \(x_0 \in U\) be given, and put \(w_0 = 1 \in W\). Compute \(x_k, w_k\) \((k = 1, 2, \ldots)\) which are (non-uniquely) defined as follows. Suppose \(x_k \notin \overline{C}\). Choose \(s \in S\) such that \(\langle x_k, e_s \rangle < 0\). Let \(x_{k+1} = sx_k, w_{k+1} = sw_k\). If \(x_k \in \overline{C}\), then the algorithm finishes. We have \(x_k = w_kx_0\) for all \(k\). We will show that the algorithm terminates. Let \(v \in W\) such that \(x_0 \in v\overline{C}\). Choose \(y_0 \in vC\) and write \(y_k = w_ky_0\). Then for all \(s \in S\), the condition \(\langle x_k, e_s \rangle < 0\) implies \(\langle y_k, e_s \rangle < 0\), which shows that the sequence \(y_k\) is also a sequence satisfying the conditions of the algorithm. Hence \(\ell(w_k) \leq \ell(v)\) whenever \(w_k\) is defined. By 1.2.2(b), we have \(\ell(w_k) = k\), which shows that the algorithm terminates.

A root is an element in \(E\) of the form \(we_s, w \in W, s \in S\). The set of roots is denoted by \(\Phi\) and is called the **root system** associated to \((W, S)\). To each \(\alpha \in \Phi\) we associate a **half-space** \(A(\alpha) \in W\) by

\[A(\alpha) = \{w \in W \mid \langle wC, \alpha \rangle \subset \mathbb{R}_{>0}\},\]
and a reflection \( r_\alpha \in W \) by
\[
  r_\alpha(x) = x - 2(x,\alpha)\alpha.
\]
Note \( W = A(\alpha) \sqcup A(-\alpha) \) for every root \( \alpha \). Define \( \Phi^+ = \{ \alpha \in \Phi \mid 1 \in A(\alpha) \} \), \( \Phi^- = -\Phi^+ \), so that \( \Phi = \Phi^+ \sqcup \Phi^- \). Elements of \( \Phi^+ \) are called positive roots, the others negative. If a root \( \alpha = \sum_{s \in S} x_s e_s \) is positive and \( \Pi \) is independent, then \( x_s \geq 0 \) for all \( s \in S \).

A standard parabolic root subsystem is a set of the form \( \Phi_I = \{ we_s \mid w \in W, s \in I \} \), where \( I \subset S \). A parabolic root system is a set of the form \( w\Phi_I, w \in W, I \subset S \).

The set of half-spaces is in bijection with \( \Phi \) by \( \alpha \mapsto A(\alpha) \). We sometimes write \( r_A = r_\alpha \) if \( A = A(\alpha) \). By 1.2.2(b), half-spaces can be characterized completely combinatorially — for example, \( A(e_s) = \{ w \in W \mid \ell(sw) > \ell(w) \} \).

Let \( \alpha \in \Phi, A = A(\alpha), x, y \in W \). We say that \( \alpha \) (or \( A \), or \( r_\alpha \)) separates \( x \) from \( y \) if \( A \) contains precisely one of \( x, y \). The distance \( d_W(x,y) \) equals the number of reflections separating \( x \) from \( y \).

1.2.5 Lemma. \( \Phi \) is discrete in \( E \).

Proof. Consider the map \( R: \{ \alpha \in E \mid (\alpha,\alpha) = 1 \} \to GL(E), \alpha \mapsto r_\alpha = (x \mapsto x - 2(x,\alpha)\alpha) \). Since \( R \) is continuous and \( W \subset GL(E) \) is discrete, \( R^{-1}(W) \) is discrete in \( E \) and hence so is \( \Phi \subset R^{-1}(W) \). \( \square \)

1.2.6 Proposition. Let \((W,S)\) be a Coxeter system and let \( E \) be the classical root basis. The following conditions are equivalent.

(a) \( W \) is finite.
(b) \( \Phi \) is finite.
(c) \( U = E^* \).
(d) \( C \cap -U \neq \emptyset \).
(e) The bilinear form \((\cdot,\cdot)\) on \( E \) is positive definite.
(f) There exists \( w \in W \) such that for all \( s \in S \): \( \ell(ws) < \ell(w) \).
(g) There exists \( w \in W \) such that for all \( v \in W - \{w\} \): \( \ell(v) < \ell(w) \).
(h) There exists \( w \in W \) such that \( w\Pi = -\Pi \).

Moreover, if these conditions hold, then the elements in (f), (g) and (h) are unique and equal.

Proof. A hint to a proof is given in [8, Ch. 5, p. 130, exercise 2]. \( \square \)

The irreducible finite Coxeter groups have been classified by Coxeter [23].

We call \( I \subset S \) spherical if \( W_I \) is finite. For every spherical \( I \subset S \), there is a unique longest element in \( W_I \), by 1.2.6, which is denoted by \( w_I \).

In this thesis, unless stated otherwise, we fix a finite rank Coxeter system \((W,S)\) and a root basis \((E,(\cdot,\cdot),\Pi)\) associated to it.

1.3 Convexity and gatedness

The results of this subsection will be used in 2.2.5, 3.1.8 and B.4.1.

1.3.1 Proposition. Let \( X \subset W \) be a set. The following are equivalent.
(1) Let $x, z \in X$, $y \in W$ with $d_W(x, z) = d_W(x, y) + d_W(y, z)$. Then $y \in X$.
(2) $X$ is the intersection of a family of half-spaces.

Proof. (1)$\Rightarrow$(2). Let $p \in W - X$. Choose $x \in X$ closest to $p$. Let $s \in S$ be
such that $y = xs$ is closer to $p$ than $x$ is. Let $A$ be the half-space containing
$x$ but not $y$. We have $p \notin A$. The proof will be finished once we have
shown $X \subseteq A$. Let $z \in X - A$. Note $d(x, z) = d(x, y) + d(y, z)$. By (1),
y $\in X$, a contradiction. Hence $X \subseteq A$, which concludes the proof. (2)$\Rightarrow$(1)
is trivial. $\Box$

1.3.2 Definition. A set $X \subseteq W$ is called convex if it satisfies the properties
of 1.3.1. Some authors call it geodesically closed. We call $X$ gated if for
every $x \in W$, there exists $y \in X$ such that for every half-space $A$ with
$y \in A$, $x \notin A$, we have $X \subseteq A$.

1.3.3 Proposition.
(a) A set $X \subseteq W$ is gated if and only if for every $x \in W$, there exists $y \in X$
such that for all $z \in X$, we have $d_W(x, z) = d_W(x, y) + d_W(y, z)$.
The points $y$ of the two definitions are equal and unique.
(b) Gatedness implies convexity.

Proof. Left to the reader. $\Box$

1.3.4 Definition. Let $I, J \subseteq S$. We define $D_{IJ}$ to be the set of elements in
$W$ such that $\ell(sw) > \ell(w)$ for all $s \in I$ and $\ell(ws) > \ell(w)$ for all $s \in J$.

1.3.5 Proposition.
(a) Let $I, J \subseteq S$, $w \in W$. Then the set $W_I w W_J \cap D_{IJ}$ consists of
precisely one element. Every element of $w \in W$ has a (not necessarily unique)
expression $w = u d v$, with $u \in W_I$, $d \in D_{IJ}$, $v \in W_J$,
$\ell(w) = \ell(u) + \ell(d) + \ell(v)$.
(b) Let $I \subseteq S$. The map $W_I \times D_{I \varnothing} \rightarrow W$, $(x, y) \mapsto xy$ is a bijection.
For all $x \in W_I$, $y \in D_{I \varnothing}$, we have $\ell(xy) = \ell(x) + \ell(y)$.
(c) $W_I$ is gated.
(d) If $w \in D_{IJ}$ then $W_I \cap w W_J w^{-1} = \langle I \cap w J w^{-1} \rangle$.

Proof. For (a) and (b), see [8, exercise 1.3 Ch. 4]. Part (c) is easily seen
to be equivalent to (b). For (d), see [45, Lemma 2]. $\Box$

1.3.6 Corollary. Let $w = s_1 \cdots s_n$, $s_i \in S$, $\ell(w) = n$. Then the standard
parabolic closure of $w$ equals $W_I$, with $I = \{s_1, \ldots, s_n\}$.

Proof. [19, 5.1(ii)]. $\Box$

1.3.7 Corollary. Let $w \in W$, $I = \{s \in S \mid \ell(sw) < \ell(w)\}$. Then $I$ is
spherical and $\ell(w) = \ell(w_I w) + \ell(w_I)$.

Proof. By 1.3.5(b), there exist (unique) $x \in W_I$, $y \in D_{I \varnothing}$ such that
$w = xy$, $\ell(w) = \ell(x) + \ell(y)$. For all $s \in I$, we have $\ell(sx) < \ell(x)$ because,
again using 1.3.5(b),
$\ell(sx) + \ell(y) = \ell(sxy) = \ell(sw) < \ell(w) = \ell(x) + \ell(y)$. 
By 1.2.6, I is spherical, and $x = w_I$. This proves the corollary. □

1.4 Reflection subgroups

We will give two basic theorems (1.4.2, 1.4.3) on reflection subgroups, essentially shown by Deodhar [28] and independently Dyer [30]. We study in more detail subgroups generated by two roots in 1.4.7. This provides a link between inner products of roots and the combinatorics of Coxeter groups, which will be used, among others, in 5.3.2, 5.6.5, 6.2.2 and 6.5.6.

1.4.1 Theorem. Let $W$ be a group generated by a set $S$ of involutions, and suppose that $W$ acts on a set $W'$. Let there be given $p \in W'$, and for each $s \in S$ a set $A_s \subset W'$ such that the following hold.

1. $\{p\} = \bigcap_{s \in S} A_s$.
2. $W' = A_s \sqcup sA_s$ for all $s \in S$.
3. If $w \in \langle s,t \rangle$, $s,t \in S$, then $w(A_s \cap A_t)$ is contained in either $A_s$ or $sA_s$, and in the latter case, we have $\ell(sw) < \ell(w)$.

Then $(W,S)$ is a Coxeter system and the $W$-action on $W'$ is simply transitive.

Proof. The proof is essentially the same as that of [8, th. 1, p. 93]. □

Let $(W,S)$ be a Coxeter system. To an edge $\{x,xs\}$ in the Cayley graph of $(W,S)$, we associate a reflection $xsx^{-1}$. It is the (unique) reflection reversing the edge. Any reflection is associated to at least one edge.

1.4.2 Theorem. Let $X \subset W$ be a set of reflections, such that for all $x,y \in X$, we have $xyx \in X$. Let $H = \langle X \rangle$. Let $\Gamma$ be the Cayley graph of $W$ minus those edges reversed by an element of $X$. Let $H'$ be the set of connected components of $\Gamma$. Let $p \in H'$ be the component containing 1. Let $T$ be the set of reflections reversing an edge from $p$ to $W - p$. Then the following hold.

(a) $(H,T)$ is a Coxeter system.
(b) $H$ acts simply transitively on $H'$.
(c) $X$ equals the set of reflections in $H$.

Proof. For each $t \in T$, define $A_t \subset H'$ by $A_t = \{wp \mid w \in H, t \text{ separates 1 from } w\}$. We leave it to the reader to check that conditions (1),(2),(3) of 1.4.1 are verified. Application of 1.4.1 immediately shows (a) and (b).

In order to prove (c), let $r \in H$ be a reflection. Let $\{x,xs\}$ be an edge reversed by $r$. Hence $x$ and $xs$ are in different components of $\Gamma$, by (b) and since $r \neq 1$. This shows $r \in X$. □

In the above theorem, $T$ is called the canonical set of generators of $H$.

By a reflection subgroup of $W$ we mean a subgroup generated by reflections. A root subsystem of $\Phi$ is a subset $X \subset \Phi$ such that for all $\alpha, \beta \in X$, we have $r_{\alpha \beta} \in X$. By 1.4.2(c), there is a bijection between reflection subgroups $H \subset W$ and root subsystems of $\Phi$, defined by $H \mapsto \{\alpha \in \Phi \mid r_{\alpha} \in H\}$.

Let $X \subset \Phi$ be a root subsystem and let $H$ be the corresponding subgroup. Let $Y \subset X$ denote a minimal non-empty subset such that
$Y \cap X = X - Y$. Then $Y$ is called a component of $X$ and $\{r_\alpha \mid \alpha \in X\}$ is a component of $H$. For subsets $I \subset S$, a component of $I$ is by definition a component in the Coxeter graph on $I$. Note that $W_I$ is a component of $W_J$ if and only if $I$ is a component of $J$. We sometimes write $I^\perp = \{s \in S \mid m_{st} = 2 \text{ for all } t \in I\}$.

A root subbasis of $(E,(\cdot,\cdot),\Pi)$ is a triple $(E,(\cdot,\cdot),X)$ (or simply $X$) such that $X \subset \Phi^+$ and for all different $\alpha, \beta \in X$, we have

$$(\alpha, \beta) \in \{-\cos(\pi/m) \mid m \in \mathbb{Z}_{>1}\} \cup (-\infty, -1].$$

Note that $(E,(\cdot,\cdot),X)$ is indeed a root basis.

We will often consider root bases $(E,(\cdot,\cdot),X)$ where $E$ and $(\cdot,\cdot)$ are fixed but $X$ varies. The objects defined in this section, like $\Phi$, $U$, $C$ are then written $\Phi(X)$ etc., in order to stress their dependence on $X$.

1.4.3 Theorem. There exists a bijection between root subbases and root subsystems of $\Phi$ with finitely many canonical generators, defined by $X \mapsto \langle X \rangle$. Moreover, $\{r_\alpha \mid \alpha \in X\}$ is nothing but the canonical set of generators of the reflection group that it generates. For every set of roots $Y$ generating $\langle X \rangle$, we have $\# Y \leq \# X$.

Proof. For the first two statements, see [30, theorem 4.4]. The inequality $\# Y \leq \# X$ is proved in [10, Lemma 1.5]. □

1.4.4 Lemma. Let $(E,(\cdot,\cdot),X)$ be a root basis, and let $(E,(\cdot,\cdot),Y)$ be a root subbasis. Let $U(X), U(Y)$, respectively, denote their Tits cones. Then $U(X) \subset U(Y)$.

Proof. Let $x \in U(X)$. Let $g \in W$ be such that $x \in gC$. Let $W, H$ denote the Coxeter groups associated to $X, Y$, respectively. Let $p, H'$ be as in 1.4.2. Since $H$ acts transitively on $H'$, we may assume, after translation over an element of $H$, that $g \in p$. Equivalently, for all $\alpha \in Y$, we have $\langle gC, \alpha \rangle \subset \mathbb{R}_{>0}$. Hence $\langle x, \alpha \rangle \geq 0$. Since this is true for all $\alpha \in Y$, we have $x \in C(Y) \subset U(Y)$. □

1.4.5 Lemma. Let $\alpha, \beta$ be two roots with $(\alpha, \beta) = -(p + p^{-1})/2$, $p > 0$. Then, after replacing $\alpha, \beta$ by $-\alpha, -\beta$ if necessary, we have

$$(\langle U, U + p \beta \rangle, \langle U, U + p \alpha \rangle) \subset \mathbb{R}_{>0}.$$
1.4.6 Definition. We define a (partial) ordering $\leq$ on $\Phi$ by $\alpha \leq \beta \iff A(\alpha) \subset A(\beta)$.

To each root $\alpha \in \Phi$ we associate **open and closed half-spaces** in $U^0$ by

$$H(\alpha) = \{x \in U^0 \mid \langle x, \alpha \rangle > 0\}, \quad K(\alpha) = \{x \in U^0 \mid \langle x, \alpha \rangle \geq 0\}.$$  

1.4.7 Proposition. Let $\alpha, \beta$ be two roots. Then the following hold.

(a) If $|\langle \alpha, \beta \rangle| < 1$ then all of the four intersections $A(\pm \alpha) \cap A(\pm \beta)$ are non-empty.

(b) $(\alpha, \beta) \geq 1$ if and only if $\alpha \leq \beta$ or $\beta \leq \alpha$.

(c) If $\alpha \leq \beta$, say (by (b)) $\langle \alpha, \beta \rangle = (p+p^{-1})/2, p \geq 1$, then for all $x \in U$, we have

$$\langle x, \alpha \rangle \leq p \langle x, \beta \rangle, \quad \langle x, \alpha \rangle \leq p^{-1} \langle x, \beta \rangle.$$  

(d) $\alpha \leq \beta$ if and only if $\langle U, \beta - \alpha \rangle \subset \mathbb{R}_{\geq 0}$.

(e) Let $X \subset \Phi$ be a root subbasis, and let $\leq_X$ denote the ordering on the associated root system $\Phi(X)$. Then for all $\alpha, \beta \in \Phi(X)$, we have $\alpha \leq \beta$ if and only if $\alpha \leq_X \beta$.

**Proof.** (a). Let $|\langle \alpha, \beta \rangle| < 1$. Then $P := \text{Span} \{\alpha, \beta\}$ is positive definite. Hence the group $F$ generated by $r_\alpha$ and $r_\beta$ is finite, because it is a discrete subgroup of the compact group $\{g \in \text{GL}(E) \mid gP = P, (gx, gy) = \langle x, y \rangle \text{ for all } x, y \in E\} \cong O(2)$. In order to prove that all four intersections are non-empty, suppose the contrary, say $\alpha \leq \beta$. Note $\alpha < \beta$ because $|\langle \alpha, \beta \rangle| < 1$. Now $r_\beta \alpha < r_\beta \beta$, whence

$$\alpha < \beta = -r_\beta \beta < -r_\beta \alpha = t \alpha,$$

where $t = r_\beta r_\alpha$. Hence $\alpha < ta < t^2 \alpha < \cdots$. Thus the root system generated by $\alpha, \beta$ contains infinitely many roots $t^n \alpha$, a contradiction. This proves (a).

(b). $\Rightarrow$. By 1.4.5, the set $\langle U, \alpha - p \beta \rangle$ is contained in $\mathbb{R}_{\geq 0}$ or $\mathbb{R}_{< 0}$. In the first case, for all $x \in H(\beta)$, we have $\langle x, \alpha \rangle \geq \langle x, p \beta \rangle > 0$, whence $x \in H(\alpha)$, and hence $\beta \leq \alpha$. The other case is treated similarly. $\Leftarrow$. By (a), we have $|\langle \alpha, \beta \rangle| \geq 1$. If $\langle \alpha, \beta \rangle \leq -1$, then, by applying $\Rightarrow$ to $\alpha$ and $-\beta$, we find $\alpha \leq -\beta$ or $-\beta \leq \alpha$. It is easy to check that this contradicts the fact that $\alpha \leq \beta$ or $\beta \leq \alpha$. Hence $\langle \alpha, \beta \rangle \geq 1$.

(c). Same argument as $\Rightarrow$ in (b).

(d). $\Rightarrow$. Let $x \in U$. Let $p \geq 1$ be as in (c). Then, by (c), $\langle x, p \beta - \alpha \rangle \geq 0$ and $\langle x, \beta - p \alpha \rangle \geq 0$. Adding these inequalities gives $(p - 1)\langle x, \beta - \alpha \rangle \geq 0$. If $p > 1$, then the right hand side of (d) follows. For $p = 1$, it follows immediately from (c). $\Leftarrow$ is trivial.

(e). $\Rightarrow$. By (b), we have $|\langle \alpha, \beta \rangle| \geq 1$. By (b) again, we have $\alpha \leq_X \beta$ or $\beta \leq_X \alpha$. Suppose not $\alpha \leq_X \beta$. Then, by (d), we have $\langle U(X), \alpha - \beta \rangle \subset \mathbb{R}_{\geq 0}$. Since $U \subset U(X)$ by 1.4.4, we find $\langle U, \alpha - \beta \rangle \subset \mathbb{R}_{\geq 0}$. However, by (d), applied to $\alpha \leq \beta$, we also have $\langle U, \alpha - \beta \rangle \subset \mathbb{R}_{< 0}$. Since $U$ contains the open set $C$, it follows that $\alpha = \beta$, whence $\alpha \leq_X \beta$, a contradiction. Hence $\alpha \leq_X \beta$. $\Leftarrow$ follows immediately from (d) and the fact that $U \subset U(X)$, 1.4.5. 

$\square$
1.5 Nonnegative matrices

The results of this subsection will be used in various places in this thesis, namely in the proofs of 2.2.2, 6.1.1 and B.4.1. See also subsection 6.5.

A **non-negative**, respectively, **positive matrix** is a square matrix over \( \mathbb{R} \) all of whose entries are non-negative, respectively, positive. Similarly for vectors. Let \( A = (a_{st})_{s,t \in S} \) be a non-negative matrix. It is called **reducible** if there exists a partition \( S = I \sqcup J \), \((I, J \neq \emptyset)\), such that \( a_{st} = 0 \) whenever \( s \in I \), \( t \in J \). It is called **irreducible** otherwise.

1.5.1 **Theorem (Perron-Frobenius).** Let \( A \) be an irreducible non-negative matrix. Then up to multiples, \( A \) has a unique non-negative eigenvector \( v \), say with eigenvalue \( \lambda \). The vector \( v \) is positive. Moreover, every (complex) eigenvalue \( \mu \) satisfies \( |\mu| \leq \lambda \), and is simple if \( |\mu| = \lambda \).

*Proof.* [6, 1.4, p. 27]. \( \square \)

1.5.2 **Lemma.** Let \( A = (a_{ij}) \) be a positive definite real square symmetric matrix with \( a_{ii} = 1 \) and \( a_{ij} \leq 0 \) \((i \neq j)\). Then the entries of \( A^{-1} \) are non-negative.

*Proof.* For a proof that uses the Perron-Frobenius theorem, see [43, 9.1]. \( \square \)

Let \( E \) be a finite-dimensional real vector space. A **cone** in \( E \) is a subset closed under addition and multiplication by positive scalars. The **dimension** of a cone is by definition the dimension of its span (the dimension of the empty cone being \(-1\)) A cone is called **pointed** if it does not contain a linear subspace of positive dimension. It is called **solid** if its interior relative to \( E \) is non-empty. A **proper** cone is a closed pointed solid cone. The theorem of Perron-Frobenius has been generalized to linear maps mapping a proper cone into itself — see [6].

2 On the Tits cone

This section shows some results on the Tits cone. Many of the results were proved by Vinberg [47].

2.1 The Galois correspondence

Let \( A, B \) be sets, and let \( R \subset A \times B \) be a relation. The **Galois correspondence** associated to \( R \) is the pair of maps from \( P(A) \) to \( P(B) \) (power sets) and vice versa, both denoted by a prime, defined as follows. For \( X \subset A \),

\[ X' = \{ y \in B \mid (x, y) \in R \text{ for all } x \in X \} \]

and, similarly, for \( Y \subset B \), \( Y' = \{ x \in A \mid (x, y) \in R \text{ for all } y \in Y \} \).

Usually, we write \( x' \) instead of \( \{x\}' \). For a set \( X \) which is at the same time a subset of \( A \) and \( B \) (for example, \( X = \emptyset \)), \( X' \) has two meanings. It will however be clear which one is meant.

We collect a few properties about Galois correspondences. We have \( X''' = X' \) for all \( X \subset A \) or \( X \subset B \). Sets of the form \( X' \) are called **stable**. A set \( X \) is stable if and only if \( X'' = X \). More generally, \( X'' \) is the smallest stable set containing \( X \). We call \( X''' \) the **stable closure** of \( X \). Intersections
of stable sets are again stable, for \( \bigcap X'_i = (\bigcup X_i)' \). The prime maps set up a bijection between the stable subsets of \( A \) and \( B \).

The case of our interest is the Galois correspondence associated to the relation \( R \) between a Coxeter group \( W \) and the Tits cone \( U \), defined by

\[
(w, x) \in R \iff wx = x.
\]

First of all, note that stable sets are non-empty. Namely, stable sets in \( W \) contain 1, whereas stable sets in \( U \) contain 0. For every point \( x \in U \), the group \( x' \) is a parabolic subgroup of \( W \). Namely, if \( x \in wC_I \) then \( x' = wW_Iw^{-1} \), by 1.2.2(c).

Write \( \mu(\alpha) = \{ x \in U \mid (x, \alpha) = 0 \} \). We call \( \mu(\alpha) \) the \textbf{wall} associated to \( \alpha \).

\[\begin{align*}
2.1.1 \text{ Lemma.} & \quad \text{Let } x, y \in U. \text{ Then } x' \subset y' \text{ if and only if for all roots } \alpha, \text{ if } x \in \mu(\alpha) \text{ then } y \in \mu(\alpha). \\
& \text{Proof.} \quad \text{‘If’. By 1.2.2(c), } x' \text{ and } y' \text{ are generated by the reflections that they contain. We have } r_\alpha \in x' \iff x \in \mu(\alpha) \Rightarrow y \in \mu(\alpha) \iff r_\alpha \in y. \\
& \text{Hence } x' \subset y'. \text{ ‘Only if’ is easy.} \quad \square
\end{align*}\]

The following lemma will often be useful.

\[\begin{align*}
2.1.2 \text{ Lemma.} & \quad \text{Let } X \subset U \text{ be a non-empty cone. Then there exists } x \in X \text{ with } x' = X'. \\
& \text{Proof.} \quad \text{Let } x \in X \text{ be such that } x' \text{ is minimal (such an } x \text{ exists because if } y \in U \text{ then } y' \text{ is a parabolic subgroup, and decreasing chains of parabolic subgroups are stable). Suppose not } x' = X'. \text{ Let } y \in X \text{ such that } x' \not\subset y', \text{ say (by 2.1.1) } y \notin \mu(\alpha), x \in \mu(\alpha). \text{ By 1.2.2(d), there exists } z \in [x, y] \text{ such that for every root } \beta, \text{ if } z \in \mu(\beta) \text{ then } x, y \in \mu(\beta). \text{ It follows that } z' \subset x' \text{ by 2.1.1. Moreover, } z' \neq x', \text{ because } r_\alpha \in x' - z'. \text{ Since } X \text{ is a cone, we have } z \in X. \text{ This contradicts minimality of } x'. \text{ Hence } x' = X'. \quad \square
\end{align*}\]

\[\begin{align*}
2.1.3 \text{ Definition.} & \quad \text{For } I \subset S, \text{ write } K_I = \{ x \in U \mid (x, e_s) = 0 \text{ for all } s \in I \}. \\
& \text{By a \textbf{facial} subgroup of } W \text{ we mean a subgroup conjugate to } W_I \text{ for some facial } I \subset S.
\end{align*}\]

\[\begin{align*}
2.1.4 \text{ Proposition.} & \quad \text{A subset of } W \text{ is stable if and only if it is a facial subgroup. A subset of } U \text{ is stable if and only if it is of the form } wK_I, \text{ with } w \in W, I \subset S \text{ facial. Finally, the bijection is given by } (wW_Iw^{-1})' = wK_I. \\
& \text{Proof.} \quad \text{Let } I \subset S \text{ be facial. From 1.2.2(c) it follows that } (K_I)' = W_I. \text{ Clearly, } (W_I)' = K_I. \text{ Translating the results over } w \in W \text{ gives } (wW_Iw^{-1})' = wK_I \text{ and } (wK_I)' = wW_Iw^{-1}. \text{ This proves the ‘if’ parts. Now we will prove the ‘only if’ parts. Let } X \subset U \text{ be stable. By 2.1.2, there exists } x \in X \text{ with } x' = X'. \text{ Let } wC_I \text{ be the facet containing } x. \text{ Then } X = X'' = x'' = (wW_Iw^{-1})' = wK_I. \text{ In the last but one equality, 1.2.2(c) is used. Hence every stable subset in } U \text{ is of the form } wK_I \text{ (with } I \text{ facial). Consequently, each stable set in } W \text{ is of the form } (wK_I)' = wW_Iw^{-1} \text{ with } I \text{ facial.} \quad \square
\end{align*}\]

In the special case of the classical root basis, the stable subgroups are precisely the parabolic subgroups. It follows that the intersection of two parabolic subgroups is again parabolic. Thus, every subset $X \subset W$ is contained in a unique smallest parabolic subgroup, which is called the **parabolic closure** of $X$ and written $\text{Pc}(X)$. For root bases with the property that $\Pi$ is independent, we have $\text{Pc}(X) = X''$. However, we will also be considering root bases without this property.

A formula for the intersection of two parabolic subgroups is given by 1.3.5(d). Conversely, the intersection of two stable subsets of $U$ is again stable. I do not know of a result on this intersection. In terms of subgroups of $W$, the (equivalent) question is the following.

2.1.5 **Question.** What is the parabolic closure of the union of two parabolic subgroups?

2.1.6 **Theorem.** Suppose $W$ is irreducible and $E = \text{Span}(\Pi)$. Then

$$U \cap -U = \begin{cases} \{0\} & \text{if } W \text{ is infinite,} \\ E^* & \text{otherwise.} \end{cases}$$

**Proof.** Let $T = U \cap -U$. Then $T$ is a $W$-invariant linear subspace of $E^*$. Write $T'' = wK_I$. Since $T$ is $W$-invariant, so is $T''$, whence $T'' = K_I$. We will show

$$s \in I, \ m_{st} > 2 \Rightarrow t \in I. \quad (1)$$

Suppose $s \in I$, $m_{st} > 2$. Let $x \in K_I$. Since $s \in I$, we have $\langle x, e_s \rangle = 0$. Since $tT'' = T''$, we have

$$0 = \langle tx, e_s \rangle = \langle x, te_s \rangle = \langle x, e_s - 2 a_{st} e_t \rangle = -2 a_{st} \langle x, e_t \rangle.$$

Now $a_{st} = -\cos(\pi/m_{st}) \neq 0$, so $\langle x, e_t \rangle = 0$. We conclude $K_I \subset K_{st}$. By 2.1.4 we have $W_I = (K_I)' \subset (K_I)' = W_I$, whence $t \in I$, which proves (1).

From (1) and irreducibility of $W$ it follows that $I = S$ or $I = \varnothing$. In the first case, we have $T = \{0\}$ and $W$ is infinite by 1.2.6. If $I = \varnothing$, we will show that $W$ is finite and $T = E^*$, which will prove the theorem. By 2.1.2, there exists $x \in T$ such that $x' = T' = T'' = (K_\varnothing)' = W_\varnothing = \{1\}$. Hence $x$ is on no wall; we may suppose $x \in C$. Hence $x \in C \cap -U$. By 2.1.6, $W$ is finite and $U = E^*$.

Theorem 2.1.6 has been proved by different methods by Vinberg, [47, Lemma 15, p. 1112].

2.2 **The interior of the Tits cone**

2.2.1 **Definition.** Let $I \subset S$ be spherical. Let $E_I^+ = \{ x \in E \mid \text{for all } y \in E_I : \langle x, y \rangle = 0 \}$. Note $E = E_I^+ \oplus E_I^-$. Dually, $E^* = Y_I \oplus Z_I$ where $Y_I = \text{Ann}(E_I^+) \subset E^*$, $Z_I = \text{Ann}(E_I^-) \subset E^*$. We define $p_I : E \to E_I$, $q_I : E^* \to Z_I$ to be the projections with respect to these decompositions. Equivalently,

$$q_I x = \frac{1}{\#W_I} \sum_{w \in W_I} wx.$$

Note that for all $x \in E^*$, $y \in E$, we have

$$\langle x, y \rangle = \langle x, p_I y \rangle + \langle q_I x, y \rangle.$$

(2)
2.2.2 Lemma. Suppose that $\Pi$ is a basis of $E$. Let $I \subset S$ be spherical.

(a) For all $s \in I$, $t \in S - I$, we have $\langle f_s, p_I e_t \rangle \leq 0$.

(b) For all $s \in I$, $t \in S - I$, we have $\langle q_I f_s, e_t \rangle \geq 0$.

Proof. (a). Let us write $p_I e_t = \sum_{s \in I} b_s e_s$. Then the $b_s$ are defined by the equations $\langle e_u, p_I e_t - e_t \rangle = 0$ ($u \in I$). Thus, $\sum_{s \in I} a_{su} b_s = a_{tu}$ ($u \in I$), or, in matrix form, $A_I b = c$, where $c = (a_{tu})_{u \in I}$. On inverting, $b = A_I^{-1} c$. By 1.5.2, the entries of $A_I^{-1}$ are non-negative. Since $t \notin I$, the entries of $c$ are non-positive. Hence for all $s \in I$ we have $\langle f_s, p_I e_t \rangle = b_s \leq 0$.

(b). This follows from (a) and (2). \qed

2.2.3 Theorem. Let $I \subset S$ be spherical. Then $q_I(C) = C_I$.

Proof. Let $D = \oplus_{s \in S} \mathbb{R} d_s$ be the root basis with $(d_s, d_t) = (e_s, e_t)$, and let $\pi: D \to E$ be the linear map mapping $d_s$ to $e_s$. Let $\pi^*: E^* \to D^*$ be the dual map defined by $\langle \pi^* x, y \rangle = \langle x, \pi y \rangle$. For $I \subset S$, let $B_I$ be what is usually written $C_I$, that is,

\[ B_I = \{ x \in D^* \mid \langle x, d_s \rangle = 0 \ (s \in I), \ \langle x, d_t \rangle > 0 \ (t \in S - I) \}. \]

Let $r_I: D^* \to D^*$ be the projection, $r_I x = (\sum_{w \in W_I} w x) / \# W_I$. Since $\pi^*$ is a $W$-equivariant map, we have $\pi^* \circ q_I = r_I \circ \pi^*$. For all $x \in E^*$, $s \in S$, we have $\langle q_I x, e_s \rangle = \langle q_I x, \pi d_s \rangle = \langle \pi^* (q_I x), d_s \rangle = \langle r_I (\pi^* x), d_s \rangle$, which shows

\[ q_I x \in C_I \iff r_I (\pi^* x) \in B_I. \]  

(3)

Furthermore, we have $\langle x, e_s \rangle = \langle \pi^* x, d_s \rangle$, which shows

\[ x \in C \iff \pi^* x \in B := B_S. \]  

(4)

By 2.2.2(b), we have

\[ r_I (\overline{B}) \subset \overline{B_I}. \]  

(5)

Hence

\[ x \in C \quad \overset{(4)}\iff \pi^* x \in B \quad \overset{(5)}\implies r_I (\pi^* x) \in \overline{B_I} \quad \overset{(3)}\iff q_I x \in \overline{C_I}, \]

whence $q_I(C) \subset \overline{C_I}$. Since $q_I x = x$ for all $x \in \overline{C_I} \subset \overline{C}$, we have $q_I(C) = \overline{C_I}$. Since $q_I$ is linear, $q_I(C) \subset \overline{C_I}$. Using the fact that $q_I(C)$ is convex and dense in $C_I$, we will now show $q_I(C) = C_I$. Let $x \in C_I$. Let $O_1, \ldots, O_k$ be open sets in $C_I$ such that for every $(x_1, \ldots, x_k) \in O_1 \times \cdots \times O_k$, the point $x$ is in the convex hull of $x_1, \ldots, x_k$. Since $q_I(C)$ is dense in $C_I$, there exists $x_i \in O_i \cap q_I(C)$ for all $i$. Since $q_I(C)$ is convex, we have $x \in q_I(C)$. We conclude $q_I(C) = C_I$. \qed

2.2.4 Corollary. Every spherical subset of $S$ is facial.

Proof. Let $I \subset S$ be spherical. By 2.2.3, $C_I$ is non-empty. Hence $I$ is facial. \qed

For another proof of 2.2.4, see [47, Theorem 7, p. 1114].

We recall that $U^0$ denotes the topological interior of $U$ relative to $E^*$. Using the fact that $U$ is convex, it is easy to see that so is $U^0$. The following corollary was proved by Vinberg [47, Theorem 2(3)].
2.2.5 Corollary. The cone $U^0$ equals the union of the facets with finite stabilizer.

Proof. \(\Box\). Let \(I \subset S\) be spherical. Recall that (2.2.1)

\[
q_I x = \frac{1}{#W_I} \sum_{w \in W_I} w x.
\]

Using 2.2.3, it follows that \(C_I\) is contained in \(\sum_{w \in W_I} w C\). This is a subset of \(U\), which is open in \(E^*\), and hence contained in \(U^0\). Translation over \(w \in W\) shows \(wC_I \subset U^0\).

\(\subset\). Let \(x \in C_I \cap U^0\). Let \(B \subset U^0\) be an open neighbourhood of \(x\). We may suppose that \(B\) is symmetric around \(x\) in the sense that \(B = 2x - B\). Since \(x \in C\), there exists \(y \in B \cap C\). Let \(z = 2x - y \in B \subset U^0\). For \(s \in I\), we have \((x,e_s) = 0\), \((y,e_s) > 0\), and hence \((z,e_s) < 0\). Let \(w \in W\) such that \(z \in wC\). By 1.2.2(b), \(I \subset \{s \in S \mid \ell(sw) < \ell(w)\}\). By 1.3.7, \(I\) is spherical. \(\Box\)

3 The normalizer of a parabolic subgroup

3.1 The normalizer of a parabolic subgroup

We will describe a result of Deodhar, which will be used more than once in this thesis (compare 6.8.1). In this subsection, we use it to reduce the conjugacy problem in Coxeter groups to the case \(Pc(\cdot)\) in this thesis (compare 6.8.1). In this subsection, we use it to reduce the

\[
\nu(I, s) = w_{K - \{s\}} W_K.
\]

Otherwise, \(\nu(I, s)\) is not defined.

We have

\[
\nu(I, s)^{-1} \Pi_I = \Pi_J
\]

for some \(J = (I \cup \{s\}) - \{t\}, t \in K\).

Consider the directed labelled graph \(K\) whose vertices are the subsets of \(S\), and in which there is an edge from \(I\) to \(J\), labelled \(s\), each time \(\nu(I, s)\) exists, and \(\nu(I, s)^{-1} \Pi_I = \Pi_J\).

3.1.2 Proposition. If \(I \xrightarrow{s} J\) is a labelled edge of \(K\), then so is \(J \xrightarrow{t} I\), where either \(\{t\} = I - J\), or \(I = J\) and \(t = s\).

Proof. Let \(I \xrightarrow{s} J\) be a labelled edge. Then \(\nu(I, s)^{-1} e_s = -e_t\) for some \(t \in K\) and \(\nu(I, s)^{-1} e_u = e_{f(u)}\) for some bijection \(f: I \rightarrow J\). It is easy to see that \(\nu(J, t)\) is defined. Write \(J' = (J \cup \{t\}) - \{s\}\). Then \(\nu(J, t)^{-1} e_t = -e_r\) for some \(r \in K := I \cup \{s\}\), and \(\nu(J, t)^{-1} e_u = e_{g(u)}\) for some bijection \(g: J \rightarrow J'\).
It follows that $\nu(I, s) \nu(J, t) \in G_K \cap W_K = \{1\}$. Hence $\nu(J, t) = \nu(I, s)^{-1}$. This proves that $J \xrightarrow{t} I$ is an edge of $\mathcal{K}$. Since $J = (I \cup \{s\}) - \{t\}$, we have either $\{t\} = I - J$ or $I = J$ and $t = s$. 

### 3.1.3 Theorem (Deodhar)

Let $I, J \subset S$, $w \in W$ be such that $w^{-1} \Pi_I = \Pi_J$. Then there exists a directed path

$$I = I_0 \xrightarrow{s_0} I_1 \xrightarrow{s_1} \ldots \xrightarrow{s_t} I_{t+1} = J$$

in $\mathcal{K}$ such that

$$w = \nu(I_0, s_0) \cdots \nu(I_t, s_t)$$

and

$$\ell(w) = \sum_{i=0}^t \ell(\nu(I_i, s_i)).$$

**Proof.** [27, prop. 5.5]. For finite Coxeter groups, it was proved by Howlett [35, Lemma 4]. 

For the rest of this subsection, fix $I \subset S$. Let $\mathcal{K}^0$ be the connected component of $\mathcal{K}$ containing $I$. Let $T$ be a spanning tree of $\mathcal{K}^0$. For $J \in T$, let

$$\mu(J) = \nu(I_0, s_0) \cdots \nu(I_t, s_t)$$

where

$$I = I_0 \xrightarrow{s_0} I_1 \xrightarrow{s_1} \ldots \xrightarrow{s_t} I_{t+1} = J$$

is the unique non-reversing path in $T$ from $I$ to $J$. For each labelled edge $e = (I_0 \xrightarrow{s_0} I_1)$, let $\lambda(e) = \mu(I_0) \nu(I_0, s_0) \mu(I_1)^{-1}$. Note $\lambda(e) \Pi_I = \Pi_J$.

### 3.1.4 Definition

Define the group $G_{I} = \{ w \in W \mid w \Pi_I = \Pi_I \}$.

Note $G_I \subset D_{II}$ by 1.2.2(b). We have $G_I \cap W_I = \{1\}$.

### 3.1.5 Corollary

$G_I$ is generated by all $\lambda(e)$ where $e$ runs through the edges of $\mathcal{K}^0$ which are not an edge of $T$.

**Proof.** This follows immediately from 3.1.3 and the fact that $\pi_1(\mathcal{K}^0, I)$ is generated by the paths in $\mathcal{K}^0$ from $I$ to $I$ containing exactly one edge not in $T$. 

### 3.1.6 Proposition

Let $I, J \subset S$, $g \in D_{\partial J}$ such that $g^{-1} W_I g = W_J$. Then $\Pi_I = g \Pi_J$. In particular, $g \in D_{II}$.

**Proof.** By 1.4.3, there exists a unique set $X \subset \Phi^+$ such that

1. $\{r_{\alpha} \mid \alpha \in X \}$ generates $W_I$.
2. For all different $\alpha, \beta \in X$:

$$\{\alpha, \beta\} \in \{- \cos(\pi/m) \mid m \in \mathbb{Z}_{>1}\} \cup (-\infty, -1].$$

Note that $X$ is nothing else but $\Pi_I$. We will show that $g \Pi_J$ shares these properties with $\Pi_I$. Since $g \in D_{\partial J}$, we have $g \Pi_J \subset \Phi^+$. Since $g^{-1} W_I g = W_J$, the set $g \Pi_J$ satisfies (1). It obviously satisfies (2) as well. By unicity of $X$, we conclude $g \Pi_J = \Pi_I$. 

\[\square\]
3.1.7 Corollary. Let $I, J \subset S$. Then $W_I$ and $W_J$ are conjugate in $W$ if and only if $I$ and $J$ are in the same connected component of $K$.

Proof. ‘If’ is easy. In order to prove ‘only if’, let $g^{-1}W_Ig = W_J$. By replacing $g$ by $gw$ for an appropriate $w \in W_J$, we may suppose $g \in D_{\varphi J}$. By 3.1.6, $g^{-1}\Pi_I = \Pi_J$. By 3.1.3, $I$ and $J$ are in the same connected component of $K$. □

We write $N(W_I)$, $Z(W_I)$ for the normalizer and centralizer, respectively, in $W$ of $W_I$.

3.1.8 Definition. Denote the natural group homomorphism $G_I \rightarrow \text{Sym}(I)$ by $\phi$. By $\psi$ we denote the (unique) map $N(W_I) \rightarrow W$ such that $\{\psi(w)\} = wW_I \cap D_{\varphi I}$.

3.1.9 Proposition.
(a) The group $N(W_I)$ equals the semi-direct product $G_I \ltimes W_I$, the natural projection $N(W_I) \rightarrow G_I$ being $\psi$.
(b) $\ker \phi \psi \subset Z(W_I)W_I$.

Proof. (a). Note $G_I \cap W_I = 1$, and that $G_I$ normalizes $W_I$. Thus $G_I$ and $W_I$ generate a semi-direct product $G_I \ltimes W_I$, which we denote by $N$. We will prove $N = N(W_I) \subset$ is clear. Let $w \in N(W_I)$. Write $\{g\} = wW_I \cap D_{\varphi I}$. Note $g \in N(W_I)$. Thus, by 3.1.6, $g \in G_I$. This proves $N = N(W_I)$. From the foregoing, it also follows that $\psi$ is the natural projection.

(b). Let $w \in \ker \phi \psi$. Then $\psi(w)e_s = e_s$ for all $s \in I$, which implies $\psi(w) \in Z(W_I)$. Hence $w \in \psi(w)W_I \subset Z(W_I)W_I$. □

3.1.10 Remark. The reverse inclusion of 3.1.9(b) does not necessarily hold. It is well known that for the Coxeter group of type $A_n$, (with generating set $S = \{1, \ldots, n\}$, and $m_{st} = 2$ if $|s - t| > 1$ and $m_{st} = 3$ if $|s - t| = 1$), the longest element maps $e_s$ to $-e_n+1-s$. Using this fact, we will give a counterexample to the reverse inclusion. Let $(W, S)$ be the Coxeter system given by the Coxeter graph of Figure 2, where we denote $S = \{1, \ldots, 6\}$. Define subsets $I, J, K \subset S$ by $I = \{1, 2\}$, $J = \{1, 2, 3, 4, 6\}$, $K = \{1, 2, 4, 5, 6\}$. Let $w = w_Iw_Kw_I$. We have $we_1 = -e_1$, $we_2 = -e_2$, whence $w \in Z(W_I)$. Furthermore, $ww_I = w_Iw_K$ interchanges $e_1$ and $e_2$. This shows that $ww_I = \psi(w)$ and $w \notin \ker \phi \psi$.

3.1.11 Corollary. $Z(W_I)W_I$ has finite index in $N(W_I)$, and there exists
an algorithm finding \( g_1, \ldots, g_k \in N(W_I) \) such that

\[
N(W_I) = \bigcup_i g_iZ(W_I)W_I.
\]

**Proof.** Finiteness of the index follows immediately from 3.1.9(b) and the fact that \( \text{Im} \phi \psi \subset \text{Sym}(I) \) is finite.

The algorithm is as follows. By 3.1.5, we know how to find generators \( h_1, \ldots, h_\ell \) of \( G_I \). Next, compute \( f_i = \psi h_i \). Write \( F = \phi G_I \). Then \( F \) is generated by the \( f_i \) and is contained in the finite group \( \text{Sym}(I) \). Hence it is possible to compute the elements of \( F \). By remembering how elements of \( F \) are written as products of the \( f_i \), we find \( k_i \in G_I \) with the property \( G_I = \sqcup_i k_i \ker \phi \). Consequently, \( N(W_I) = \sqcup_i k_i Z(W_I)W_I \). Lemma 3.1.12 enables us to compute a maximal set \( X \subset \{1, 2, \ldots, \ell \} \) such that for all different \( i, j \in X \), we have \( k_i^{-1}k_j \not\in Z(W_I)W_I \), that is, \( N(W_I) = \sqcup_{i \in X} k_i Z(W_I)W_I \). \( \square \)

**3.1.12 Lemma.** Let \( g \in N(W_I) \). Then \( g \in Z(W_I)W_I \) if and only if for each connected component \( J \) of \( I \), we have either \( \psi(g)e_s = e_s \) for all \( s \in J \) or \( J \) is spherical and \( \psi(g)e_s = -w_Je_s \) for all \( s \in J \).

**Proof.** Since \( \psi(g) \in gW_I \), we have \( g \in Z(W_I)W_I \Leftrightarrow \psi(g) \in Z(W_I)W_I \). Hence we may suppose \( \psi(g) = g \), that is, \( g \in G_I \). The 'if' part is easy. In order to prove the 'only if' part, suppose \( g \in G_I \cap Z(W_I)W_I \), say \( g = zw, z \in Z(W_I), w \in W_I \). For all \( s \in I \), we have \( ze_s = \lambda_s e_s \) where \( \lambda_s \in \{-1, 1\} \).

For all \( s, t \in S \) we have \( (e_s, e_t) = (ze_s, ze_t) = \lambda_s \lambda_t (e_s, e_t) \). If \( s \) and \( t \) are adjacent in the Coxeter graph (that is, \( m_{st} > 2 \)), it follows that \( \lambda_s = \lambda_t \). Hence \( \lambda_s = \lambda_t \) whenever \( s \) and \( t \) are in the same connected component of \( S \). Let \( J \subset I \) be a connected component of \( I \), and let \( w \) be the projection of \( w \in W_I \) on \( W_J \). Then \( g \Phi_J = zw \Phi_J = z \Phi_J = \Phi_J \). Since also \( g \in G_I \), it follows that \( g \in G_J \). The first case to be considered is \( ze_s = e_s \) for all \( s \in J \). Then \( z \in G_J \), so \( w = z^{-1}g \in G_J \), and \( \overline{w} \in G_J \cap W_J = \{1\} \). It follows that for all \( s \in J \), we have \( ge_s = z\overline{w}e_s = ze_s = e_s \). The second case is \( ze_s = -e_s \) for all \( s \in J \). Then \( \overline{w} \Pi_J = -\Pi_J \). By 1.2.6, \( W_J \) is finite and \( \overline{w} = w_J \). It follows that \( ge_s = z\overline{w}e_s = zw_Je_s = -w_J e_s \). \( \square \)

**3.1.13 Corollary.** The conjugacy problem for Coxeter groups can be solved as soon as for all Coxeter groups, the following two problems have been solved.

1. Given \( w \in W \), determine \( I \subset S, g \in W \) such that \( \text{Pc}(w) = gW_I g^{-1} \).
2. Given \( v, w \in W \) such that \( \text{Pc}(v) = \text{Pc}(w) = W \), decide whether \( v, w \) are conjugate in \( W \).

**Proof.** The algorithm is as follows. First use (1) to compute \( I, J, g, h \) such that \( \text{Pc}(v) = gW_I g^{-1}, \text{Pc}(w) = hW_J h^{-1} \). If \( I \) and \( J \) are not in the same connected component of \( \mathcal{K} \), then \( v \) and \( w \) are certainly not conjugate, by 3.1.7. If \( I \) and \( J \) are in the same connected component of \( \mathcal{K} \), we may conjugate \( v \) and \( w \) so as to ensure \( \text{Pc}(v) = \text{Pc}(w) = W_I \). Next, compute \( \{g_i\} \) such that \( N(W_I) = \bigcup_i g_iZ(W_I)W_I \) (3.1.11). We claim that \( v \) and \( w \) are conjugate if and only if \( v \) and \( g_i^{-1}wg_i \) are conjugate in \( W_I \) for some \( i \).

'If' is trivial. Suppose \( v = g^{-1}wg \). Then \( W_I = \text{Pc}(v) = \text{Pc}(g^{-1}wg) = g^{-1}(\text{Pc}(w)g = g^{-1}W_Ig \), that is, \( g \in N(W_I) \). Hence we may write \( g = g_izh, z \in Z(W_I), h \in W_I \). Hence \( v = h^{-1}z^{-1}g_i^{-1}wg_i zh = h^{-1}g_i^{-1}wg_i h \), that is,
v and $g_i^{-1}w g_i$ are conjugate in $W_I$. This problem was assumed solvable in (2).

\section{Finite subgroups of Coxeter groups}

In this subsection, we give a solution to the conjugacy problem for torsion (that is, finite order) elements of a Coxeter group. The results in this subsection are well known. The reflection representation of a Coxeter group supplies a test whether a given element of the group is torsion or not.

\subsection{Proposition.

(a) Let $H \subset W$ be a finite subgroup. Then $Pc(H)$ is finite. Moreover, $H'' = Pc(H)$.

(b) There exists an algorithm which, given a finite subgroup $H \subset W$, determines $g, I$ such that $Pc(H) = g W_I g^{-1}$.

\textbf{Proof.} (a). Choose any $x \in U^0$. Let $y = \sum_{h \in H} hx$. Then $y$ is $H$-invariant, that is, $H \subset y'$. But since $y \in U^0$, $y'$ is a finite parabolic subgroup by 2.1.4 and 2.2.5, thus proving the first statement. The latter statement follows from the fact that spherical subsets of $S$ are facial (2.2.4).

(b). The proof of (a) suggests the following algorithm. Consider the classical root basis. Choose any $x \in U^0$, for example, $x = \sum_{s \in S} f_s$. Compute $y = \sum_{h \in H} hx$, so that $Pc(H) \subset y'$. Since $y \in U$, it is possible to find $g \in W$, $I \subset S$ such that $y \in g C_I$, which implies $y' = g W_I g^{-1}$. Since $y \in U^0$, $y'$ is finite. Since intersections of parabolic subgroups are again parabolic subgroups, $Pc(H)$ is a parabolic subgroup of the Coxeter group $y'$. Hence, the problem to find $Pc(H)$ is now a finite one.

\subsection{Proposition. There exists an algorithm deciding whether two torsion elements in $W$ are conjugate.

\textbf{Proof.} The proof is similar to that of 3.1.13. Let $v, w \in W$ be torsion. By 3.2.1(b), we know how to compute $I, J, g, h$ such that $Pc(v) = g W_I g^{-1}$, $Pc(w) = h W_I h^{-1}$. By 3.1.7, we can decide whether $W_I$ and $W_J$ are conjugate. If they are not, then $v$ and $w$ are certainly not conjugate. Now assume $Pc(v) = Pc(w) = W_I$. Let $N(W_I) = \cup_i g_i Z(W_I) W_I$. Now $v$ and $w$ are conjugate in $W$ if and only if there exists $i$ such that $v$ and $g_i^{-1}w g_i$ are conjugate in $W_I$, which is a finite problem.

Combination of 3.2.1 and the Galois correspondence gives the following result.

\subsection{Lemma.

(a) Let $F \subset \Phi$ be a finite root subsystem, such that $F = \text{Span}(F) \cap \Phi$. Then $F$ is a parabolic root subsystem.

(b) Let $P \subset E$ be a positive definite linear subspace such that $P = \text{Span}(P \cap \Phi)$. Then $P \cap \Phi$ is a finite parabolic root subsystem.

\textbf{Proof.} (a). Write $H = \langle r_\alpha \mid \alpha \in F \rangle$. We may assume $H'' = W$ and $E = \text{Span} I$. Note that $H$ is finite by 1.2.6. Hence so is $W$, by 3.2.1. Since all $m_{\alpha \beta}$ are finite, our root basis is the classical root basis modulo some subspace. Again by 1.2.6, our root basis is the classical one, and $U = E^*$.}
Let $\text{Ann}$ denote the annihilator maps for $E$ and $E^\ast$. We have
\[
\text{Span} F = \text{Ann} \text{Ann} F = \text{Ann} H' = \text{Ann} H'' = \text{Ann} W' = \text{Ann} \{0\} = E,
\]
whence $F = \Phi \cap \text{Span} F = \Phi$.

(b). By 1.2.5, the root system $\Phi \cap P$ is finite. The result now follows from (a). □

4 Hyperbolic reflection groups

The conjugacy problem for affine Coxeter groups is treated in subsection 4.2. In the subsequent subsections, we will solve the conjugacy problem for the so-called hyperbolic reflection groups. Subsection 4.3 is devoted to the definitions of the involved notions.

4.1 Signatures

A real vector space equipped with a quadratic form is said to have signature $(k, \ell, m)$ if it is isomorphic to $\mathbb{R}^{k+\ell+m}$ with the quadratic form
\[
Q(x_1, \ldots, x_k, y_1, \ldots, y_{\ell}, z_1, \ldots, z_m) = (x_1^2 + \cdots + x_k^2) - (y_1^2 + \cdots + y_{\ell}^2).
\]
By Sylvester’s theorem, $k$, $\ell$, and $m$ exist uniquely. By signature $(k, \ell, 0)$ we mean signature $(k, \ell, 0)$. It is easy to prove that a real vector space with a quadratic form of signature $(k, \ell, m)$ has a subspace of signature $(k', \ell', m')$ if and only if $k' \leq k$, $\ell' \leq \ell$, $k' + m' \leq k + m$ and $\ell' + m' \leq \ell + m$.

4.2 Affine Coxeter groups

An affine Coxeter group is an infinite Coxeter group associated to a root basis $(E, (\cdot, \cdot), \Pi)$ such that $E$ has signature $(n, 0, 1)$ for some $n$.

It is known that every irreducible affine Coxeter group is what is known as an affine Weyl group, [12, Prop. 2, p. 146]. In particular, it is a semi-direct product $\mathbb{Z}^n \rtimes W$ for some Weyl group $W$, which is a finite Coxeter group itself. We remark here that the product of two affine Coxeter groups is again affine. The easiest proof is by using the semi-direct decompositions as above — the direct sum of the two root bases does not work.

4.2.1 Proposition. The conjugacy problem for affine Coxeter groups is solvable in linear time.

Proof. Let $\tilde{W}$ be an affine Coxeter group. As noted above, we have a semi-direct decomposition $\tilde{W} = T \rtimes W$, $T \cong \mathbb{Z}^n$, $W$ a finite (Coxeter) group. Moreover, an isomorphism $T \to \mathbb{Z}^n$ and a set of representatives $R$ of $\tilde{W}/T$ can be computed. Thus, it remains to check if there are $t \in t$, $r \in R$ such that
\[
tvt^{-1} = rwr^{-1}.
\]
Since $R$ is finite, we may suppose $r$ to be fixed. Write $v = t_1r_1$, $rwr^{-1} = t_2r_2$, $t_1 \in T$, $r_1 \in R$. We have $tvt^{-1} = t_1(r_1t^{-1}r_1^{-1})r_1 = (tr_1t^{-1}r_1^{-1})t_1r_1$, so (6) is equivalent to $r_1 = r_2$ and
\[
(tr_1t^{-1}r_1^{-1})t_1 = t_2.
\]
Consider the homomorphism \( f : T \to T, t \mapsto tr_1t^{-1}r_1^{-1} \). Equation (7) is solved by computing the image of \( f \) and checking whether it contains \( t_2t_1^{-1}t_2^{-1} \).

As to complexity, computation of \( t_1, r_1, t_2, r_2 \) can be done in linear time; since there are only finitely many maps of the form \( f \) above, we may suppose them to be computed once and for all. More precisely, for a given \( f \), there are group homomorphisms \( p_i : T \to \mathbb{Z}/d_i \) such that \( f = \cap_i \ker p_i \). This shows that a membership test for \( \ker f \) is logarithmic in time. Thus, the complexity is linear.

\[ \square \]

4.3 Hyperbolicity and word hyperbolicity

A hyperbolic reflection group is a Coxeter group associated to some root basis \((E, (\cdot, \cdot), \Pi)\) such that \( E \) has signature \((n, 1)\) for some \( n \). This definition differs from the definitions used by many authors in that we do not require the group to have finite covolume in hyperbolic space. The methods of this section apply to all hyperbolic reflection groups in our sense.

Roughly speaking, a group is called word hyperbolic if it admits a finite presentation such that every word mapping to the identity in the group, contains strictly more than half of a relation. We will now state this definition more precisely.

Let \( G \) be a group and let \( X \subset G \) be a generating subset. Let \( F(X) \) denote the free group on \( X \). Let \( \pi : F(X) \to G \) denote the unique homomorphism with \( \pi(x) = x \) for all \( x \in X \). Let \( \ell : F(X) \to \mathbb{N} \) denote the length function with respect to \( X \).

A group \( G \) is called \textbf{word hyperbolic} if it admits a finite presentation \( \langle X, R \rangle \) such that, with the above notation, for all \( w \in \pi^{-1}(1) \), there are \( a, b, p, q \in F(X) \) such that \( ab \in R \), \( \ell(ab) = \ell(a) + \ell(b) \), \( \ell(b) < \ell(a) \), \( w = paq \), \( \ell(w) = \ell(p) + \ell(a) + \ell(q) \).

There exist equivalent definitions of word hyperbolicity, which relate the geometry of the Cayley graph of \( G \) to the geometry of the hyperbolic plane. For these definitions of word hyperbolicity, we refer to [1], [22]. There it is also shown that word hyperbolicity does not depend on \( X \), that is, if \( G \) is word hyperbolic, then for every finite generating set \( X \) a presentation \( \langle X, R \rangle \) as above exists.

The following theorem classifies word hyperbolic Coxeter groups.

4.3.1 Theorem (Moussong). Let \((W, S)\) be a Coxeter system, with \( S \) finite. The following are equivalent.

1. \( W \) is word hyperbolic.
2. \( W \) has no subgroups isomorphic to \( \mathbb{Z}^2 \).
3. There is no \( I \subset S \) such that \( W_I \) is irreducible affine of rank at least 3, and there are no disjoint \( I, J \subset S \) such that the subgroups \( W_I \) and \( W_J \) commute and are infinite.

Proof. \[ [43, \text{theorem 17.1}] \]. Note that \((2) \Rightarrow (3)\) is easy. We also mention the easy result that word hyperbolic groups have no subgroups isomorphic to \( \mathbb{Z}^2 \), whence \((1) \Rightarrow (2)\). \[ \square \]

4.3.2 Remark. A hyperbolic reflection group is not necessarily word hyperbolic, nor does the converse implication necessarily hold, namely, that every
word hyperbolic Coxeter group is isomorphic to some hyperbolic reflection group. A counterexample to the first implication is the group given by the Coxeter graph of Figure 3. It is not word hyperbolic since it contains the affine group of type \( \tilde{A}_2 \). However, the quadratic form associated to its classical representation has signature \( (3,1) \). Two counterexamples for the converse implication (with the beautiful additional property that the Davis-Moussong complex is a topological manifold) are given by Moussong [43, p. 47].

In [31] it is proved that there is a linear solution to the conjugacy problem for word hyperbolic groups.

4.4 Removed

This subsection has been removed from the original thesis, but its number is retained here for easy reference.

4.5 Hyperbolic space

Let \( E \) be a real vector space equipped with a symmetric bilinear form \( (\cdot,\cdot) \) of signature \( (n,1) \). Sometimes we write \( Q(x) = (x,x) \). Define \( H = \{ x \in E \mid (x,x) < 0 \} \). Note that \( H \) has two connected components; we denote these by \( H^+, H^- \). Also note that \( H^+ \) and \( H^- \) are convex. Let \( S = \{ x \in E \mid (x,x) = 0, x \neq 0 \} \), which has two components \( S^+ = S \cap H^+, S^- = S \cap H^- \).

Let \( O(n,1) = \{ g \in \text{GL}(E) \mid (gx,gy) = (x,y) \text{ for all } x,y \in E \} \). Define \( O^+(n,1) \) to be the subgroup of \( O(n,1) \) of all elements which preserve \( H^+ \). Clearly, \( O(n,1) = O^+(n,1) \times \{ 1, -1 \} \). Define \( PS^n = \{ x \in E - \{ 0 \} \} \), and let \( \pi : E - \{ 0 \} \rightarrow PS^n \) be the projection. Now hyperbolic \( n \)-space is defined to be \( \mathbb{H}^n = \pi H^+ \subset PS^n \). We call \( S^{n-1} = \pi S^+ \) the \( (n-1) \)-sphere. It is the boundary in \( PS^n \) of hyperbolic \( n \)-space. Elements of \( S^{n-1} \) are called points at infinity.

The group \( O^+(n,1) \) acts transitively on \( \mathbb{H}^n \), and the stabilizer of any point is isomorphic to \( O(n) \). There exists an \( O^+(n,1) \)-invariant Riemannian metric on \( \mathbb{H}^n \), which is unique up to multiples. For \( x,y \in H^+ \), there exists a unique shortest path from \( \pi x \) to \( \pi y \). It is \( \pi [x,y] \), which is simply denoted by \( [\pi x, \pi y] \). The length of this path is called the distance between \( \pi x \) and \( \pi y \), notation \( d(\pi x, \pi y) \). A formula for \( d(\pi x, \pi y) \) is:

\[
d(\pi x, \pi y) = |\log r|,
\]

where \( r \) is either of the two (real, positive) roots of

\[
\frac{4(x,y)^2}{(x,x)(y,y)} = r + 2 + r^{-1}.
\]
Although hyperbolic geometry is happening in $\pi H^+$, we prefer to consider $H^+$. Having this in mind, we write $d(x, y) = d(\pi x, \pi y)$ for $x, y \in H^+$.

Since we are going to solve the conjugacy problem for reflection groups in $O^+(n, 1)$, it is natural to classify conjugacy classes in $O^+(n, 1)$ first.

4.5.1 Proposition. Let $g \in O^+(n, 1)$. Then precisely one of the following statements is true.

(a) $g$ has a fixed point in $\mathbb{H}^n$.
(b) $g$ has no fixed points in $\mathbb{H}^n$, and has exactly one fixed point at infinity.
(c) $g$ has no fixed points in $\mathbb{H}^n$, and has exactly two fixed points at infinity.

Proof. [5, Prop. A.5.14].

4.5.2 Definition. In the situation of 4.5.1, $g$ is called elliptic, parabolic, hyperbolic when (a), (b), (c), respectively, holds.

4.6 Hyperbolic reflection groups

For the rest of this section, let $(E, (\cdot, \cdot), \Pi)$ be a root basis of signature $(n, 1)$, so that $W$ is a hyperbolic reflection group. Probably, the assumption that $\Pi$ is finite is not necessary for many results.

Since $E$ is non-degenerate, it may be identified with $E^\ast$ by $x \mapsto (x, \cdot)$.

We retain the notations of subsections 1.2 and 4.5.

4.6.1 Proposition. The set $U \cap H$ equals one of the components $H^+, H^-$. 

Proof. In [41, cor. 1.3, p. 82] it is proved that $U$ contains one of the components. By 2.1.6, $U$ does not meet the other component. □

In view of the above proposition, assume from now on $U \cap H = H^+$.

4.6.2 Corollary. There exists an algorithm that, when given an element of $O^+(n, 1)$, decides whether it is in $W$.

Proof. Let $g \in O^+(n, 1)$ be given. Fix $z \in C \cap H^+$. Now $gz \in H^+ \subset U$. Hence there exists $w \in W$ such that $gz \in wC$. By 1.2.4 we can find such a $w$. We claim that $g \in W$ if and only if $g = w$. In order to prove ‘only if’, let $g \in W$. Since $gz \in wC \cap gC$, we have, by 1.2.2(c), $g = w$, which proves the claim. This condition is easy to verify, which finishes the algorithm. □

4.6.3 Question. An open question is how to extend 4.6.2 to every root basis $(E, (\cdot, \cdot), \Pi)$, that is, how to decide, when given an element $g \in \text{GL}(E)$, whether $g \in W$. Let $G \subset \text{GL}(E)$ be the subgroup of matrices of determinant $\pm 1$. Let us fix a basis of $E$, and for $g \in G$, let us denote by $N(g)$ the maximum of the absolute values of the entries of the matrix of $g$ with respect to this basis. Since $W$ is a discrete subset of $G$, and since $N^{-1}([0, t])$ is compact for all $t \in \mathbb{R}$, there exists a function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that for all $g \in W$ we have $\ell(g) \leq f(N(g))$. Hence, our question has affirmative answer if a computable function $f$ with the above property exists.

4.6.4 Definition. Define $D_I = C_I \cap H^+$, $D = D_\emptyset = C \cap H^+$. 

4.6.5 Proposition. Let $I \subset S$. Then $D_I \neq \emptyset \iff I$ is spherical.

Proof. $\Rightarrow$. Let $x \in D_I$. Then $W_I$ is a discrete subgroup of the stabilizer in $O^+(n,1)$ of $x$. Since $(x,x) < 0$, this stabilizer is isomorphic to $O(n)$, that is, a compact group. Hence $W_I$ is finite. $\Leftarrow$. Choose $x \in D = C \cap H^+$. Then $q_ix \in C_I$ by 2.2.3. Since $H^+$ is convex, and by 2.2.1, $q_ix \in H^+$. Hence $q_ix \in D_I$. \hfill $\square$

4.7 The conjugacy problem

Retain the setting of subsection 4.6.

4.7.1 Definition. We define the map $\phi: U \to \overline{C}$ by $\{\phi(x)\} = Wx \cap \overline{C}$.

4.7.2 Definition. Let $g \in O^+(n,1)$ be parabolic (see 4.5.2). By $R_g$ we will denote the intersection of $S^+$ with the eigenspace corresponding to the fixed point at infinity. Strictly speaking, $R_g$ is the fixed point at infinity. For hyperbolic $g$, the axis is defined to be the set of $x \in \mathbb{H}^n$ such that $d(x,gx)$ is minimal.

4.7.3 Proposition. Let $w \in W$ be a parabolic element. Then $R_w \subset U$.

Proof. The proof consists of three steps.

Step 1: For all $\varepsilon > 0$ there exists $x \in H^+$ such that $d(x,wx) < \varepsilon$. Proof: with respect to a certain basis of $E$, we have

$$w = \begin{pmatrix} 1 & 2 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & A \end{pmatrix},$$

$$Q(x_1, \ldots, x_n) = (x_2^2 - x_1x_3) + (x_4^2 + \cdots + x_5^2).$$

Let $x = (a,0,1,0,\ldots)$. Then $wx = (a+1,1,0,\ldots)$. We have $(x,x) = -a$, $(x,wx) = -(2a+1)/2$, $(wx,wx) = (x,x) = -a$. By subsection 4.5, $d(x,wx) = |\log r|$, where $r$ is either of the two roots of

$$\frac{4(x,wx)^2}{(x,x)(wx,wx)} = \left(\frac{2a+1}{a}\right)^2 = r + 2 + r^{-1}.$$

Clearly, if $a$ approaches infinity, then $r$ approaches 1, which proves step 1.

Step 2: For $I \subset S$, define

$$\varepsilon(I) = \inf \left\{ \sum_{s \in I} d(x,D_s) \mid x \in D \right\}.$$

Here, $D_s = D_{\{s\}}$ from 4.6.4. If $\varepsilon(I) = 0$ then there exists $y \in \overline{C}_I$ with $(y,y) \leq 0$, $y \neq 0$. Proof: Let $\omega$ be the invariant Riemannian metric on $\mathbb{H}^n$. Let $\eta$ be any Riemannian metric on a neighbourhood in $PS^{n-1}$ of $\mathbb{H}^n$ such that $\eta \leq \omega$ on $\mathbb{H}^n$. Such an $\eta$ exists, because some model of $\mathbb{H}^n$ looks as follows [4, p. 49]:

$$\mathbb{H}^n = \{x \in \mathbb{R}^n : |x| < 1\} \subset \mathbb{R}^n \cup \{\infty\} = PS^n, \quad \omega = \frac{|dx|}{1 - |x|^2}.$$
Thus, $\eta$ may be chosen to be $\eta = |dx| \leq \omega$. Let $d_0$ be the corresponding distance. We have $d_0(x, y) \leq d(x, y)$ for all $x, y \in \mathbb{H}^n$.

Now suppose $\varepsilon(I) = 0$. For each integer $k > 0$, choose $x_k \in \pi(D)$ such that

$$\sum_{s \in I} d(x_k, \pi(D_s)) \leq \frac{1}{k}.$$ 

Let $K$ be the closure in $PS^{n-1}$ of $\pi(D)$. Since $K$ is compact, the $x_k$ have a limit point $x \in K$. Since

$$\sum_{s \in I} d_0(x_k, \pi(D_s)) \leq \sum_{s \in I} d(x_k, \pi(D_s)) \leq \frac{1}{k},$$

it follows that

$$\sum_{s \in I} d_0(x, \pi(D_s)) = 0,$$

in other words, $x \in \pi(D_s)$ for all $s \in I$. Hence $y$ has the desired properties whenever $x = R > 0 y$, which concludes step 2.

Step 3: End of the proof. Let

$$\varepsilon = \frac{1}{\#S} \min \left\{ \varepsilon(I) \mid I \subset S, \varepsilon(I) \neq 0 \right\}.$$ 

Let $x \in H^+$ be such that $d(x, wx) < \varepsilon$ (existing by step 1). After conjugating $w$, we may suppose $x \in C$. Consider the curve $\phi[x, wx]$, where $\phi$ is the map defined in 4.7.1. This is a closed curve in $\overline{C}$ of length $d(x, wx)$. Let

$$I = \{ s \in S \mid \phi[x, wx] \cap D_s \neq \emptyset \}.$$ 

Note that $w \in W_I$. Furthermore, we have $\varepsilon(I) = 0$ since otherwise

$$\varepsilon(I) \leq \sum_{s \in I} d(x, D_s) \leq (\#I) d(x, wx) < (\#I) \varepsilon \leq (\#S) \varepsilon \leq \varepsilon(I)$$

which is a contradiction. By step 2, there exists $y \in \overline{C}_I$ with $(y, y) \leq 0$, $y \neq 0$. Since $y \in \overline{C}_I$ and $w \in W_I$, we have $wy = y$. But in 4.5.1, parabolic elements $w$ of $O^+(n, 1)$ were characterized as elements having no fixed points in $\mathbb{H}^n$, and exactly one in $S^{n-1}$, which is $R_w$. Hence $R_w = \mathbb{R}_{>0} y \subset \overline{C}_I \subset U$. \[\Box\]

4.7.4 Remark. A result analogous to proposition 4.7.3 is known for every discrete group in $O^+(2, 1)$ (that is, not only reflection groups), see [4, Cor. 9.2.9, p. 216]. Probably, this result generalizes to every discrete group in $O^+(n, 1)$.

4.7.5 Definition. Let $K$ be a subfield of $\mathbb{R}$. We say that a root basis $(E, (\cdot, \cdot), \Pi)$ is defined over $K$ if there exists a basis $x_1, x_2, \ldots, x_n$ of $E$ such that $(x_i, x_j) \in K$ for all $i, j$, and $\Pi \subset \sum_i Kx_i$.

4.7.6 Theorem. Let $W$ be a finite rank hyperbolic reflection group, defined over a real number field. Then the conjugacy problem for $W$ is solvable.
5 The axis

5.1 Introduction

When solving the conjugacy problem for a group \( G \), it is natural to look for the shortest elements in a conjugacy class \( C(g) \) (with respect to a finite generating subset \( X \)). A particular nice case is if \( C(g) \) contains straight elements \( h \), that is, \( \ell(h^n) = |n| \ell(h) \) for all \( n \in \mathbb{Z} \). Torsion (that is finite order) elements different from 1 are examples of elements not conjugate to any straight element.

In subsection 5.4 we define a metric \( d_{\Phi} \) on \( U^0 \) such that for all \( x, y \in W \), we have \( d_{\Phi}(xC, yC) = d_W(x, y) \). The axis \( Q(w) \) is then defined to be the set of those \( x \in U^0 \) such that \( d(x, w^n x) = n d(x, wx) \) for all \( n > 0 \). This generalizes the straight elements. The advantage is that \( Q(w) \) is nonempty for all \( w \in W \).

The action of \( W \) on \( \Phi \) is also important. For given \( w \in W \), we will in subsection 5.2 classify roots into three classes, called \( w \)-periodic, \( w \)-even and \( w \)-odd roots. In subsection 5.7, a refinement of this classification is made.

Two applications are that the parabolic closure \( Pc(w) \) of \( w \) is generated by the so-called \( w \)-essential reflections (5.8.3, see 5.7.5 for a definition of essential), and a cubic algorithm computing the parabolic closure (5.10.9).

5.2 Periodic, even and odd roots

5.2.1 Definition. Let \( w \in W \), and let \( A \subset W \) be a half-space. We call \( A \) \( w \)-periodic or simply periodic if there exists \( n > 0 \) such that \( w^n A = A \).

Proof. For algorithms on calculations in number fields, see subsection 5.9. We will describe the algorithm that decides if \( v, w \in W \) are conjugate. First calculate the matrices of \( v \) and \( w \) and decide if they are conjugate in \( O^+(n, 1) \). If not, we are done, so suppose they are. Next, decide which class \( v \) and \( w \) fall into, elliptic, parabolic or hyperbolic (see 4.5.2). These three cases are treated separately.

Case 1: \( v \) and \( w \) are elliptic. Now \( v \) and \( w \) have finite order. To see this, note that the topological closure in \( O^+(n, 1) \) of \( w^Z \) is compact. Since \( w^Z \) discrete, it follows that \( w \) has finite order, as has \( v \). But for finite order elements, the conjugacy problem has been solved in 3.2.2.

Case 2: \( v \) and \( w \) are parabolic. By 4.7.3, \( R_v, R_w \subset U \). Hence we can find \( x, y \in W \), \( I, J \subset S \) such that \( R_v \subset xC_I \), \( R_w \subset yC_J \). If \( I \neq J \), \( v \) and \( w \) are not conjugate, so suppose \( I = J \). After conjugating \( v \) and \( w \) by suitable elements of \( W \), we may suppose \( R_v, R_w \subset C_I \). Note that \( v, w \in W_I \), and \( gvg^{-1} = w \Rightarrow gR_v = R_w \Leftrightarrow g \in W_I \). Hence \( v \) and \( w \) are conjugate if and only if they are conjugate in \( W_I \). Note that \( \operatorname{Span} \Pi_I \) has signature \((k, 0, 1)\) for some \( k \), because \( \Pi_I \perp R_w \) and \( w \in W_I \) is not elliptic. Hence \( W_I \) is an affine Coxeter group. Now case 2 is finished by 4.2.1.

Case 3: \( v \) and \( w \) are hyperbolic. The key here is the axis of an hyperbolic element. This idea is very similar to our solution to the conjugacy problem for the case \( Pc(v) = Pc(w) = W \) irreducible, infinite, non-affine, which is treated in subsection 6.7. We refer to 6.7.5 for an adaptation to our case. 

\( \square \)
**5.2.2 Proposition.** Let \( w \in W \), and let \( A \subset W \) be a half-space. Then exactly one of the following holds.

1. \( A \) is periodic.
2. \( A \) is not periodic and for every \( x \in W \), the number \( \#\{ n \in \mathbb{Z} \mid A \) separates \( w^n x \) from \( w^{n+1} x \} \) is finite and even.
3. \( A \) is not periodic and for every \( x \in W \), the number \( \#\{ n \in \mathbb{Z} \mid A \) separates \( w^n x \) from \( w^{n+1} x \} \) is finite and odd.

**Proof.** Let \( A \) be a half-space which is not periodic.

For \( x, y \in W \), let \( L(x,y) \) denote the set of \( n \in \mathbb{Z} \) such that \( A \) separates \( w^n x \) from \( w^n y \). We must show that \( L(x,wx) \) is finite and that the parity of \( \#L(x,wx) \) does not depend on \( x \) (only \( A \)).

Note that \( L(x,y) \) is also the set of \( n \in \mathbb{Z} \) such that \( w^{-n} A \) separates \( x \) from \( y \). But there are only finitely many half-spaces separating \( x \) from \( y \). If \( L(x,y) \) were infinite, it would follow that there are distinct integers \( m,n \) such that \( w^{-m} A = w^{-n} A \), contradicting the fact that \( A \) is not periodic. So \( L(x,y) \) is finite for all \( x, y \in W \).

If \( X,Y \) are sets, write \( X \oplus Y := (X - Y) \cup (Y - X) \). We have \( L(x,y) = L(y,x) \) and

\[
L(x,y) \oplus L(y,z) = L(x,z) \quad \text{for all } x, y, z \in W.
\]

We find

\[
L(x,wx) \oplus L(y,wy) \\
= (L(x,wx) \oplus L(wx,y)) \oplus (L(wx,y) \oplus L(y,wy)) \\
= L(x,y) \oplus L(wx,wy)
\]

which has even cardinality because \( L(wx,wy) \) has the same cardinality as \( L(x,y) \). It follows that the parity of \( \#L(x,wx) \) does not depend on \( x \). \( \square \)

**5.2.3 Definition.** In cases (2) and (3) in 5.2.2, we call \( A \) **even** and **odd**, respectively.

In order to express the relation to \( w \), we will sometimes speak about \( w \)-even half-spaces, etc. The characterization of 5.2.2 is also valid for roots and reflections.

**5.2.4 Corollary.** The characterization of 5.2.2 is conjugacy covariant, that is, for all \( w,g,A \), we have

\[
A \text{ is } w\text{-even} \iff gA \text{ is } gw^{-1}\text{-even},
\]

and similarly for odd.

**Proof.** Write \( S(A,w,x) = \{ n \in \mathbb{Z} \mid A \) separates \( w^n x \) from \( w^{n+1} x \} \). It is readily seen that \( S(A,w,x) = S(gA,gw^{-1},gx) \). Let \( A \) be even. Then for all \( x \in W \), we have \( \#S(gA,gw^{-1},x) = \#S(A,w,g^{-1}x) \) is finite and even. Hence \( gA \) is \( gw^{-1}\)-even. The converse and the case of odd \( A \) are similar. \( \square \)

**5.2.5 Examples.** (a). For \( w \) of finite order, all half-spaces are periodic.
(b). Consider the **universal Coxeter group** \((W, S)\), that is, all \(m_{st}\) are infinite. Then the Cayley graph is a tree. Let \(w \in W\) be cyclically reduced, that is, \(w = s_1s_2 \cdots s_n\), \(s_i \in S\), \(s_i \neq s_{i+1}\), \(s_n \neq s_1\). Let \(x_k \in W\) \((k \in \mathbb{Z})\) be defined by \(x_k = s_1s_2 \cdots s_k\) \((1 \leq k \leq n)\) and \(x_{k+n} = wx_k\) for all \(k\). Then a half-space is odd if and only if it is one of the two half-spaces separating \(x_k\) from \(x_{k+1}\) for some \(k\). There are no periodic half-spaces.

(c). Consider the affine Coxeter group \(W\) of Figure 4. Elements of \(W\) correspond to triangles, and walls with lines in the figure. The identity element is marked \(\emptyset\), and some edges \(\{v, vs\}\) have been labelled \(s\). Consider the element \(w = 12123\). It is easy to see that \(w\) is a glide-reflection, that is, a reflection through the thick line, followed by a translation over the vector \(v\). All horizontal lines define periodic walls; the other walls are odd. We will come back to this example a few times.

5.2.6 Lemma. There are only finitely many \(w^Z\)-orbits of odd half-spaces.

**Proof.** Let \(A\) be an odd half-space. Since odd integers are non-zero, there exists \(n \in \mathbb{Z}\) such that \(A\) separates \(w^n\) from \(w^{n+1}\). Hence \(w^{-n}A\) separates 1 from \(w\). But there are only finitely many half-spaces separating 1 from \(w\), which proves the lemma. \(\square\)

5.2.7 Lemma. For all \(w \in W\), \(n > 0\), a half-space is \(w\)-odd if and only if it is \(w^n\)-odd, and similarly for even.

**Proof.** Left to the reader. \(\square\)

5.3 Distinguishing even roots from odd ones

Whereas in the previous subsection we considered half-spaces, from now on we will prefer roots over half-spaces. The translation between these two is provided by subsection 1.4, especially 1.4.7.

Write \(c = \max(2, \#\{(\alpha, \beta) \mid \alpha, \beta \in \Phi\} \cap (-1, 1))\), \(r = \#S\). Note that \(c\)
is finite by 3.2.1(a).

A sequence $a_1, a_2, \ldots$ of complex numbers is said to satisfy a **linear recurrence of order $k$** if there are $p_0, \ldots, p_k \in \mathbb{C}$ ($p_0, p_k \neq 0$) such that $p_0 a_n + \cdots + p_k a_{n+k} = 0$ for all $n$. If this is the case, then the sequence is completely determined by $k$ consecutive entries and $p_0, \ldots, p_k$.

5.3.1 Lemma. There exists a constant $N = N(W)$ such that the following holds. For each $w \in W$, $\alpha \in \Phi$, there exists $n$ such that $1 \leq n \leq N$ and $| (\alpha, w^n \alpha) | \geq 1$. We may take $N = c'$.

Proof. Write $a_n = (\alpha, w^n \alpha)$, and note $a_{-n} = a_n$. Let $K$ be the smallest positive integer such that $|a_K| \geq 1$, or infinity if such an $a_K$ does not exist. Consider the $r$-tuples $(a_{n+1}, a_{n+2}, \ldots, a_{n+r})$ such that $-K < n + 1$, $n + r < K$. If all $r$-tuples are different, then, since there are at most $c^r$ possible $r$-tuples, we have $2K - r \leq c^r$, whence $K \leq (c^r + r)/2$. If two $r$-tuples are equal, then, since the sequence $a_n$ satisfies a linear recurrence of order $r$, the sequence is periodic. The period is at most $c^r$, which shows that for some $n$ with $1 \leq n \leq c^r$, we have $a_n = a_0 = (\alpha, \alpha) = 1$. In both cases, we have $|a_n| \geq 1$ for some $n$ with $1 \leq n \leq \max((c^r + r)/2, c^r) = c'$.

5.3.2 Proposition. There exists a constant $N = N(W)$ such that for all $w \in W$, the following hold. Let $\alpha$ be $w$-odd. Then

(a) For all $n \geq 1$: $(\alpha, w^n \alpha) > -1$,
(b) There exists $n, 1 \leq n \leq N$: $(\alpha, w^n \alpha) \geq 1$.

Let $\alpha$ be $w$-even. Then

(c) For all $n \geq 1$: $(\alpha, w^n \alpha) < 1$,
(d) There exists $n, 1 \leq n \leq N$: $(\alpha, w^n \alpha) \leq -1$.

We may take $N$ to be the constant of 5.3.1.

Proof. Write $A = A(\alpha)$. First, we prove (a) and (c). In order to prove (a), let $\alpha$ be odd, say $w^k \in A$ for $k > 0$ big enough. Then there exists $k > 0$ with $w^k, w^{k-n} \in A$. Hence $A \cap w^m A \neq \emptyset$, and, similarly, $W - A$ and $W - w^m A$ are not disjoint. In other words, neither of the sets $A$ and $W - w^m A$ is contained in the other. By 1.4.7(b), we find $(\alpha, -w^n \alpha) < 1$, which proves (a). In order to prove (c), suppose $\alpha$ to be even but $(\alpha, w^n \alpha) \geq 1$. By 1.4.7(b), we have, after replacing $\alpha$ by $-\alpha$ if necessary, $A \subset w^m A$. Since $A$ is not periodic, there exists $x \in w^n A - A$. Since $\cdots \subset w^{-n} A \subset A \subset w^n A \subset \cdots$, we find $x \in w^m A \Leftrightarrow k > 0$. Hence $\alpha$ is odd, a contradiction, which proves (c).

Now we will prove (b) and (d). Let $\alpha$ be either odd or even. Let $n$ be such that $1 \leq n \leq N$ and $| (\alpha, w^n \alpha) | \geq 1$. Such an $n$ exists by 5.3.1. If $\alpha$ is odd, then by (a) we have $(\alpha, w^n \alpha) \geq 1$, which proves (b). If $\alpha$ is even, then by (c) we have $(\alpha, w^n \alpha) \leq -1$, which proves (d). \qed

We refer to 5.10.1 for an algorithm, based on 5.3.2, to decide whether a root is even or odd.

5.4 A pseudometric on $U^0$

We turn attention to the interior $U^0$ of $U$. By 2.2.5, it equals the union of the facets with finite stabilizer.
For a root $\alpha$, let $f_\alpha: U^0 \to \{-1/2, 0, 1/2\}$ be the map

$$f_\alpha(x) = \begin{cases} 
-1/2 & \text{if } \langle x, \alpha \rangle < 0, \\
0 & \text{if } \langle x, \alpha \rangle = 0, \\
1/2 & \text{if } \langle x, \alpha \rangle > 0.
\end{cases}$$

Recall that a pseudometric on a set $X$ is a map $d: X \times X \to \mathbb{R}_{\geq 0}$ such that for all $x, y, z \in X$ one has $d(x, z) \leq d(x, y) + d(y, z)$. We define pseudometrics $d_\alpha$ and $d_\Phi$ on $U^0$ by

$$d_\alpha(x, y) = |f_\alpha(x) - f_\alpha(y)|, \quad d_\Phi(x, y) = \sum_{\alpha \in \Phi^+} d_\alpha(x, y).$$

Let $x, y \in U^0$. A root $\alpha$ is said to separate $x$ from $y$ if $d_\alpha(x, y) > 0$. We say that $\alpha$ strictly separates $x$ from $y$ if $d_\alpha(x, y) = 1$.

For $x \in U^1$, the set $\{y \in U^0 | d_\Phi(x, y) = 0\}$ equals the facet containing $x$. Thus, the facets in $U^0$ form a metric space. By 2.2.4 and 2.2.5, this metric space is purely combinatorial, that is, up to isometry, it depends only on the Coxeter system, not on the root basis. In fact, the facets in $U^0$ are in bijection with the union over the spherical $I \subset S$ of $W/W_I$, by the identification $wC_I \mapsto wW_I$.

5.4.1 Lemma.

(a) For all $v, w \in W$ we have $d_\Phi(vC, wC) = d_W(v, w)$.

(b) For all $x, y \in U^0$, the distance $d_\Phi(x, y)$ is finite.

Proof. (a). This follows from the fact that $w \mapsto wC$ is a bijection, and $\alpha$ separates $v$ from $w$ if and only if it separates every point of $vC$ from every point of $wC$.

(b). Let $I \subset S$ be spherical. Then $d_\Phi(C_I, C)$ is finite (more precisely, it is half the number of reflections in $W_I$). Using (a), $d_\Phi(vC_I, wC_J) \leq d_\Phi(C_I, C) + d_\Phi(vC, wC) + d_\Phi(C_J, C)$ is finite. □

Recall $\mu(\alpha) = \{x \in U^0 | \langle x, \alpha \rangle = 0\} = K(\alpha) - H(\alpha)$. We write $\mu(A)$, $H(A)$, $K(A)$ for $\mu(\alpha)$, $H(\alpha)$, $K(\alpha)$, where $A = A(\alpha)$.

The following lemma translates the language of the Tits cone into the language of the Coxeter group, and will frequently be used. The proof is left to the reader.

5.4.2 Lemma. Let $g \in W$, and let $A \subset W$ be a half-space. The following are equivalent.

1. $g \in A$.
2. $gC \subset H(A)$.
3. $gC \subset K(A)$.
4. $gC \subset K(A)$.

5.5 The axis

We now come to the definition of an object that will be the center of study in this section.

5.5.1 Definition. For each $w \in W$, define the axis $Q(w)$ to be

$$\{x \in U^0 \mid \text{for all } n \in \mathbb{Z}: d_\Phi(x, w^nx) = |n| d_\Phi(x, wx)\}.$$
Figure 5: $w = 123$ in the Coxeter group $Q(w)$ (see 5.5.2(e))
Figure 6: $w = 1232$, $m_{12} = m_{23} = 3$, $m_{13} = 4$

\[ Q(w) \]
Figure 7: $w = 1234$ in the Coxeter group $Q(w)$
5.5.2 Examples. (a). $Q(w)$ contains the fixed points in $U^0$ of $w$. It is easy to see that when there is at least one such fixed point (equivalently, $w$ is torsion, by 2.2.5 and 3.2.1), then $Q(w)$ equals the set of fixed points.

(b). Let us consider again the universal Coxeter group of 5.2.5(b). Then all facets have codimension 0 or 1. The facets of codimension 0 are in bijection with $W$, those of codimension 1 with the edges in the Cayley graph. In the notation of 5.2.5(b), $Q(w)$ equals $(\bigcup_{k \in \mathbb{Z}} x_k C) \cup (\bigcup_{k \in \mathbb{Z}} x_k C_{s_k})$.

(c). In the example of 5.2.5(c), $Q(w)$ equals the thick line. The proof is left to the reader. The reader may wish to use (1) $\Rightarrow$ (2) of 5.5.4 below, applied to a root associated to the thick line.

(d). Let $X \subset E^*$ be a $w$-invariant two-dimensional subspace, on which $w$ has positive real eigenvalues. Then $X \cap U^0$ is contained in $Q(w)$. A particular case is where $W$ is affine, $w \in W$ a translation, and $X = \text{Span}\{x, wx\}$ for some $x \in U^0$. It follows that in this case, $Q(w) = U^0$.

(e). In figures 5, 6 and 7, we give a picture of $Q(w)$ for three cases, following the conventions of 5.2.5(c). All three examples have the property that $W$ can be made to act (cocompactly) discretely on the hyperbolic plane. Otherwise, drawing pictures would become difficult. The fundamental regions are triangles (in figures 5 and 6) and a 4-gon (in figure 7). The 4-gon has three right angles and an angle equal to $\pi/3$. The pictures are constructed in such a way that the action of $w$ on the plane of the picture is a translation or a glide-reflection, according to whether $\ell(w)$ is even or odd. Moreover, we have drawn the pictures in such a way that $Q(w)$ is an open strip, as shown in the pictures. As an example, one wall is dotted in each figure. It has the property that one of the associated roots $\alpha$ is minimal under the condition $Q(w) \subset H(\alpha)$.

Denote the centralizer in $W$ of $w$ by $Z(w)$.

5.5.3 Lemma. For all $g, w \in W$, we have $Q(gwg^{-1}) = gQ(w)$. In particular, $Q(w)$ is invariant under $Z(w)$.

Proof. Left to the reader. \hfill \Box

5.5.4 Lemma. Let $w \in W$, $x \in U^0$. The following are equivalent.

1. $x \in Q(w)$.
2. For every $\alpha \in \Phi$, the function $Z \to \{-1/2, 0, 1/2\}$, $n \mapsto f_\alpha(w^n x)$ is monotonic.

Proof. Statement (1) is equivalent to saying that for all $k, \ell, m \in \mathbb{Z}$, $k < \ell < m$, we have

$$d_\Phi(w^k x, w^m x) = d_\Phi(w^k x, w^\ell x) + d_\Phi(w^\ell x, w^m x).$$

This is equivalent to saying that for all $\alpha \in \Phi$, $k, \ell, m \in \mathbb{Z}$, $k < \ell < m$, we have

$$d_\alpha(w^k x, w^m x) = d_\alpha(w^k x, w^\ell x) + d_\alpha(w^\ell x, w^m x).$$

This, in turn, is equivalent to (2). \hfill \Box

The following lemma gives some more properties of the function of 5.5.4(2).
5.5.5 Lemma. Let \( w \in W, x \in U^0, \alpha \in \Phi \) and write \( g: \mathbb{Z} \to \{-1/2, 0, 1/2\} \), \( g(n) = f_\alpha(w^nx) \).

(a) Suppose that \( g \) is monotonic. If \( g \) is not constant, then its image contains \( \{-1/2, 1/2\} \). Furthermore, \( g \) is not constant if and only if \( \alpha \) is odd.

(b) Suppose that \( \alpha \) is not odd. Then \( g \) is monotonic if and only if it is constant.

Proof. (a). Suppose \( g \) is not constant, but the image of \( g \) does not contain \( \{-1/2, 1/2\} \). Then after replacing \( w \) by \( w^{-1} \) if necessary, there exists \( N \in \mathbb{Z} \) such that for all \( n > N \), we have \( g(n) = 0 \), or, equivalently, \( \langle w^n \alpha, \alpha \rangle = 0 \). Since the sequence \( \langle w^n x, \alpha \rangle \) satisfies a linear recurrence, it follows that \( \langle w^n x, \alpha \rangle = 0 \) for all \( n \), and \( g \) is constant, a contradiction. This proves the first statement.

In order to prove the latter statement, write \( A = A(\alpha) \) and choose \( y \in W \) such that \( x \in y^{-1} \). We have

\[
g(n) = 1/2 \Rightarrow w^ny \in A, \quad g(n) = -1/2 \Rightarrow w^ny \notin A. \tag{8}
\]

Suppose that \( g \) is not constant. Then (8) and the fact that \( g \) is monotonic immediately imply that \( A \) is odd. Now suppose \( g \) to be constant but \( A \) odd. Then from (8) it follows that \( g \) is constant zero. Hence the walls \( \mu(w^n \alpha) \) all pass through \( x \in U^0 \). But there are only finitely many walls through points in \( U^0 \). Hence \( \alpha \) is periodic, contradicting the fact that \( A \) is odd. This concludes the proof of (a).

(b). Easy and left to the reader. \( \square \)

5.5.6 Definition. Let \( \alpha \) be a root. Then we call \( \alpha \) outward if for some (hence all) \( x \in U^0 \) the following holds. For almost all \( n \in \mathbb{Z} \), we have \( n\langle w^n x, \alpha \rangle < 0 \). It is called inward if \( -\alpha \) is outward. Similarly for half-spaces. By 5.2.2, \( \alpha \) is odd if and only if \( \alpha \) or \( -\alpha \) is outward. The set of outward roots is denoted \( \text{Out}(w) \). We define \( r(w) \) to be \( \#(w^\mathbb{Z} \setminus \text{Out}(w)) \). So \( r(w) \) is finite by 5.2.6.

The following proposition gives another characterization of \( Q(w) \). Our membership test for \( Q(w) \) (5.10.5) will be based on it.

5.5.7 Proposition. For all \( x \in U^0 \), we have \( d_\Phi(x, wx) \geq r(w) \), with equality if and only if \( x \in Q(w) \). In particular, \( r(w) \leq \ell(w) \).

Proof. Let \( x \in U^0 \). Write \( r = r(w) \), and let \( \alpha_1, \ldots, \alpha_r \) be outward roots such that \( \text{Out}(w) \) equals the disjoint union over \( i \) of \( w^\mathbb{Z} \alpha_i \). Then for every outward root \( \alpha \), by 5.5.5, we have \( \sum_{n \in \mathbb{Z}} d_\alpha(w^n x, w^{n+1} x) \geq 1 \), whence

\[
d_\Phi(x, wx) = \sum_{\alpha \in \Phi^+} d_\alpha(x, wx) \geq \sum_{i=1}^r \sum_{n \in \mathbb{Z}} d_{\alpha_i}(w^n x, w^{n+1} x) \geq r(w).
\]

Equality holds if and only if \( x \in Q(w) \), by 5.5.4 and 5.5.5. \( \square \)

5.5.8 Lemma. Let \( \alpha \) be even. Then \( Q(w) \subset H(\alpha) \) or \( Q(w) \subset H(-\alpha) \) (or both).
Hence, this proves that either $x$ or $y$ is periodic, a contradiction. Hence, $w^n x \in A$ for almost all $n \in \mathbb{Z}$. Hence, $w^n x \in K(\alpha)$ for almost all $n$, by 5.4.2. By 5.5.4 and 5.5.5, it follows that either $w^n x \subset H(\alpha)$ or $w^n x \subset \mu(\alpha)$. In the latter case, $\mu(w^n \alpha)$ passes through $x$ for all $n \in \mathbb{Z}$. This implies that $\alpha$ is periodic, a contradiction. This proves $Q(w) \subset H(\alpha)$.

5.5.9 Definition. Call a root $\alpha$ w-supporting if $Q(w) \subset H(\alpha)$. Similarly for half-spaces.

The above lemma says that for every even root $\alpha$, one of $\alpha, -\alpha$ is supporting. From the results of the following subsection, it will follow that the other one is not supporting.

5.6 Non-emptiness of the axis

In this subsection, we will prove that $Q(w)$ is non-empty. It will be useful to consider subsets $Q_1(w) \subset Q_2(w) \subset Q(w)$ as follows.

5.6.1 Definition. Define $Q_2(w)$ to be the set of $x \in Q(w)$ such that for all outward $\alpha$, $\langle x, \alpha \rangle \leq \langle x, w\alpha \rangle$, and for all periodic $\alpha$, $\langle x, \alpha \rangle = \langle x, \alpha \rangle$. Let $Q_1(w) = Q_2(w) \cap E_{>0}$, where $E_{>0}$ denotes the sum of the generalized eigenspaces in $E^*$ of $w$ with eigenvalue in $\mathbb{R}_{>0}$.

The set $Q_1(w)$ will be used in subsection 6.5. It is left to the reader to check the analogues to 5.5.3.

Whereas $Q(w)$ is a purely combinatorial object (that is, it is a union of facets), $Q_1(w)$ and $Q_2(w)$ are not. On the other hand, we are able to prove that $Q_1(w)$ and $Q_2(w)$ are convex, which is only conjectural for $Q(w)$ (see 5.7.10).

5.6.2 Proposition. $Q_1(w)$ and $Q_2(w)$ are convex.

Proof. It is enough to prove that $Q_2(w)$ is convex, for it immediately follows that $Q_1(w)$ is convex too. Let $x, y \in Q_2(w)$, and write $z = x + y$. It is enough to show that $z \in Q(w)$, for it would then easily follow that $z \in Q_2(w)$. For every root $\alpha$, we must prove that $n \mapsto f_{\alpha}(w^n z)$ is monotonic (5.5.4). For $\alpha$ even this follows from 5.5.8. For $\alpha$ periodic, $n \mapsto \langle z, w^n \alpha \rangle$ is constant zero by definition of $Q_2(w)$ whence so is $n \mapsto f_{\alpha}(w^n z)$. For $\alpha$ odd, $n \mapsto \langle z, w^n \alpha \rangle$ is monotonic by definition of $Q_2(w)$, whence so is $n \mapsto f_{\alpha}(w^n z)$.

5.6.3 Lemma. There exists a constant $N = N(W)$ such that for all $w \in W$, and every $w$-periodic root $\alpha$, we have $w^N \alpha = \alpha$.

Proof. We may suppose that $E$ is the classical root base. Let $K$ be the number field generated by $\{\cos(\pi/m_{st}) \mid s, t \in S\}$. Let $E_K \subset E$ be the $K$-vector space with basis $\{e_s \mid s \in S\}$. Note $\Phi \subset E_K$. Let $w \in W$, and let $\alpha \in \Phi$ be $w$-periodic. Let $V \subset E_K$ be the $\mathbb{Q}$-vector space spanned by $w^{\frac{1}{2}} \alpha$. 

Proof. Write $A = A(\alpha)$. Let $g \in W$. By replacing $\alpha$ by $-\alpha$ if necessary, we may suppose $w^n g \in A$ for almost all $n \in \mathbb{Z}$. We will show $Q(w) \subset H(\alpha)$.
There exists a $w$-invariant decomposition of $\mathbb{Q}$-vector spaces $V = \bigoplus V_i$ and natural numbers $n_i$ such that the characteristic polynomial of $w|_{V_i}$ is the $n_i$-th cyclotomic polynomial. In particular, $\phi(n_i) = \dim V_i \leq \dim V \leq \dim \mathbb{Q} E_k$. Since $\lim_{n \to \infty} \phi(n) = \infty$, the $n_i$ are bounded by a constant $m$ depending only on $W$. Putting $N = \text{lcm}(1, 2, \ldots, m)$, we have $w^N \alpha = \alpha$, which proves the theorem.

5.6.4 Remark. A better bound for the constant $N$ of 5.6.3 will be given in 6.3.12. The proof of this result will depend indirectly on 5.6.3.

5.6.5 Theorem. There exists a constant $N = N(W)$ such that for all $w \in W$, we have $(1 + w + w^2 + \cdots + w^{N-1}) U^0 \subset Q_2(w)$.

Proof. Let $N_0$ be the constant defined in 5.3.2, so that for every root $\alpha$, there exists $k$ with $1 \leq k \leq N_0$ and $|\langle \alpha, w^k \alpha \rangle| \geq 1$. Let $N_1$ be the constant of 5.6.3. Let $N_2 = 2 \text{lcm}(1, 2, \ldots, N_0)$, $N = \text{lcm}(N_1, N_2)$. We will show that $N$ has the desired property. Let $x \in U^0$. Let $y = (1 + w + \cdots + w^{N-1}) x$.

Note $wy - y = w^N x - x$. By 5.5.4 and 5.5.5, it is enough to show that $\langle y, \alpha \rangle = \langle wy, \alpha \rangle$ for every periodic $\alpha$, and $\langle wy, \alpha \rangle \leq \langle y, \alpha \rangle$ for every outward $\alpha$, and $\langle wy, \alpha \rangle \leq \langle w^N y, \alpha \rangle$ for every even $\alpha$.

Let $\alpha$ be a periodic root. By our choice of $N_1$, $w^N \alpha = \alpha$. Hence $\langle wy - y, \alpha \rangle = \langle w^N x - x, \alpha \rangle = 0$.

Next, let $\alpha$ be outward. By 5.3.2 and 1.4.7, there exists $k$, $1 \leq k \leq N_0$ with $\alpha < w^k \alpha$. By 1.4.7(d), it follows that $\langle w^{n+k} x, \alpha \rangle \leq \langle w^n x, \alpha \rangle$ for all $n \in \mathbb{Z}$. Since $k | N$, we find $\langle w^N x, \alpha \rangle = \langle x, \alpha \rangle$. Hence $\langle wy - y, \alpha \rangle = \langle w^N x - x, \alpha \rangle \leq 0$.

Finally, consider the case of even $\alpha$. By 5.3.2, there exists $k$ with $1 \leq k \leq N_0$ and $\langle \alpha, w^k \alpha \rangle \leq -1$. By 1.4.7, the set $\langle U^0, \alpha + w^k \alpha \rangle$ is contained in $\mathbb{R}_{>0}$ or $\mathbb{R}_{<0}$, say in $\mathbb{R}_{>0}$. We will show $\langle y, \alpha \rangle > 0$, whence $\langle w^N y, \alpha \rangle \subset \mathbb{R}_{>0}$, since the same argument applies to $w^N y$ too. Since $2k$ divides $N$, we can partition the set $\{0, 1, \ldots, N - 1\}$ into pairs, each having difference $k$. For each pair, say $\{n, n+k\}$, we have $\langle w^N x + w^{n+k} x, \alpha \rangle > 0$. Adding over all pairs, we find $\langle y, \alpha \rangle = (1 + w + \cdots + w^{N-1}) x, \alpha > 0$.

5.6.6 Corollary. For every $w \in W$, the limit $\lim_{n \to \infty} \ell(w^n)/n$ exists and equals $r(w)$.

Proof. By 5.6.5, $Q(w)$ is non-empty. Let $x \in Q(w)$. Then for all $n \in \mathbb{N}$, we have, by 5.4.1 and definition of $Q(w)$,

$$|\ell(w^n) - nd_F(x, wx)| = |d_F(C, w^n C) - d_F(x, w^n x)| \leq 2 d_F(C, x),$$

which shows that $\lim_{n \to \infty} \ell(w^n)/n$ exists and equals $d_F(x, wx) = r(w)$. □

5.6.7 Corollary. We have $d_F(C, Q(w)) = O(\ell(w))$ for all $w \in W$. More precisely, $d_F(C, Q(w)) \leq (\frac{N}{2}) \ell(w)$, where $N$ is the constant of 5.6.5.

Proof. Let $x \in C$ and put $y = (1 + w + \cdots + w^{N-1}) x$. Then $y \in Q(w)$ by 5.6.5. Furthermore, each root separating $C$ from $y$ separates $C$ from one of $x, wx, \ldots, w^{N-1} x$, and similarly for strict separation. Hence

$$d_F(C, y) \leq \sum_{k=0}^{N-1} d_F(x, w^k x) \leq \sum_{k=0}^{N-1} \ell(w^k) \leq \sum_{k=0}^{N-1} k \ell(w) = (\frac{N}{2}) \ell(w).$$
Let \( P[X] \) denote the set of non-zero real polynomials in \( X \) with non-negative coefficients, \( P[X] = \{a_0 + a_1 X + \cdots + a_n X^n \in \mathbb{R}[X] - \{0\} \mid a_i \geq 0 \) for all \( i \).

**5.6.8 Lemma.** Let \( z \) be a complex number. Then there exists \( f \in P[X] \) with \( f(z) = 0 \) if and only if \( z \) is not a positive real number.

**Proof.** ‘Only if’ is easy. To prove ‘if’, note that there exists \( n \in \mathbb{Z}_{>0} \) such that \( \text{Re}(z^n) \leq 0 \). Now \( f = (X^n - z^n)(X^n - \overline{z}^n) \in P[X] \) satisfies \( f(z) = 0 \).

**5.6.9 Lemma.** Let \( A \in \text{GL}_n(\mathbb{R}) \). Then there exists \( f \in P[X] \) such that all eigenvalues of \( f(A) \) are in \( \mathbb{R}_{>0} \).

**Proof.** Let \( f_0f_1 \in \mathbb{R}[X] \) be the characteristic polynomial of \( A \), and assume \( f_0(\lambda) = 0 \Rightarrow \lambda \in \mathbb{R}_{>0} \) and \( f_1(\lambda) = 0 \Rightarrow \lambda \notin \mathbb{R}_{>0} \) and that \( f_0 \) is monic. By 5.6.8, there exists \( f \in P[X] \) such that \( f_1 \) divides \( f \). It is easy to see that \( f \) has the desired property.

**5.6.10 Theorem.** For every \( w \in W \), the set \( Q_1(w) \) is non-empty.

**Proof.** By 5.6.9, there exists \( f \in P[X] \) such that all eigenvalues of \( f(w) \) are in \( \mathbb{R}_{>0} \). By 5.6.5, \( Q_2(w) \) is non-empty; let \( y \in Q_2(w) \). Let \( z = f(w)y \). Then \( z \in Q_2(w) \) since \( Q_2(w) \) is convex. Moreover, \( z \in E_{>0} \) by our construction of \( f \). Hence \( z \in E_{>0} \cap Q_2(w) = Q_1(w) \).

### 5.7 Critical roots

In this subsection, we fix an element \( w \in W \).

**5.7.1 Lemma.** Let \( x \in U^0 \), \( N > 0 \). Then there are only finitely many roots \( \alpha \) with \( 0 \leq \langle x, \alpha \rangle \leq N \).

**Proof.** We may suppose \( E = \text{Span}(\Pi) \). First we prove the assertion for the special case of \( x \) being on no wall. After translation by an element of \( W \), we may suppose \( x \in C \). Since \( C \) is open, there exists a basis \( \{x_1, \ldots, x_r\} \) of \( E \) such that \( x_i \in C \) for all \( i \), and \( x = x_1 + \cdots + x_r \). Write

\[
X = \{\alpha \in \Phi \mid 0 \leq \langle x, \alpha \rangle \leq N\}.
\]

Note \( X \subset \Phi^+ \). Thus, \( X \) is a subset of the following compact set: \( \{y \in E \mid \langle x_i, y \rangle \geq 0 \text{ for all } i, \sum_i \langle x_i, y \rangle \leq N\} \). Moreover, \( X \) is a discrete set by 1.2.5. We conclude that \( X \) is finite, which proves the case \( x \) on no wall.

Now we will solve the general case. There exist \( y, z \in U^0 \) on no wall, such that \( x = y + z \). Now except from the finitely many roots \( \alpha \) with \( d_\alpha(y, z) > 0 \), the inequality \( 0 \leq \langle x, \alpha \rangle \) implies \( 0 \leq \langle y, \alpha \rangle, \langle z, \alpha \rangle \), whence

\[
\langle x, \alpha \rangle \in [0, N] \Rightarrow \langle y, \alpha \rangle, \langle z, \alpha \rangle \in [0, N].
\]

Thus, the general case follows from the special one by applying it to \( y \).

**5.7.2 Theorem.** Let \( \alpha \in \Phi \), and let \( A \subset W \) be the corresponding half-space. Then the following are equivalent.
(1) \( \text{Span } w^\beta \alpha \) is positive definite and \( \sum_{n=1}^k w^n \alpha = 0 \), where \( k \) is the smallest positive integer with \( w^k \alpha = \alpha \).

(2) \( \bigcap_{n \in \mathbb{Z}} w^n A = \bigcap_{n \in \mathbb{Z}} w^n (W - A) = \emptyset \), and \( A \) is periodic.

(3) \( Q(w) \subset \mu(\alpha) \).

(4) \( Q_2(w) \subset \mu(\alpha) \).

(5) \( Q_1(w) \subset \mu(\alpha) \).

As to (1), note if \( \text{Span } w^\beta \alpha \) is positive definite, then \( \alpha \) is periodic, by 1.2.6.

Proof. (1) \( \Rightarrow \) (2). Suppose \( \bigcap_{n \in \mathbb{Z}} w^n A \neq \emptyset \). Then there exists \( x \in U^0 \) such that \( \langle x, w^n \alpha \rangle > 0 \) for all \( n \in \mathbb{Z} \). Hence \( 0 = \langle x, 0 \rangle = \sum_{n=1}^k \langle x, w^n \alpha \rangle > 0 \), a contradiction. Hence \( \bigcap_{n \in \mathbb{Z}} w^n A = \emptyset \) and similarly \( \bigcap_{n \in \mathbb{Z}} w^n (W - A) = \emptyset \). Clearly, \( A \) is periodic.

(2) \( \Rightarrow \) (3). We will prove that for periodic \( A, \bigcap_{n \in \mathbb{Z}} w^n A = \emptyset \) implies \( Q(w) \subset K(W - A) \). Consequently, (2) implies \( Q(w) \subset K(A) \cap K(W - A) = \mu(A) \). Let \( x \in Q(w) \cap H(A) \). Let \( k > 0 \) be such that \( w^k A = A \). Then \( w^k x \in H(A) \). By 5.5.4, we find \( w^{k'} x \in H(A) \). Let \( g \in W \) be such that \( x = gC \). It follows that \( g \in \bigcap_{n \in \mathbb{Z}} w^n A \), a contradiction.

(3) \( \Rightarrow \) (4) \( \Rightarrow \) (5) is trivial.

(5) \( \Rightarrow \) (1). By 5.6.10, \( Q_1(w) \) is non-empty; choose any \( x \in Q_1(w) \). Since \( Q_1(w) \) is \( w \)-invariant, (5) gives \( w^\beta x \subset \mu(\alpha) \), whence \( x \in \bigcap_{n \in \mathbb{Z}} w^n \mu(\alpha) \).

Since \( x \in U^0 \), it follows that \( P := \text{Span } w^\beta \alpha \) is positive definite (for \( P \) is contained in the span of the root system \( \{ \beta \in \Phi \mid \langle x, \beta \rangle = 0 \} \), which is finite by 2.2.5). In particular, as noted above, \( \alpha \) is periodic, say \( w^k \alpha = \alpha \), \( k > 0 \) minimal. Let \( u = \sum_{n=1}^k w^n \alpha \), and let \( u^* = (u, \cdot) \in E^* \). Consider \( y = x + \varepsilon u^* \), with \( \varepsilon > 0 \) will be chosen later on.

First note that, by 1.2.2(d), there exists \( \eta > 0 \) such that if \( 0 < \varepsilon < \eta \) then \( y \in U^0 \), and for all \( \beta \in \Phi \): \( d_\beta(x, y) > 0 \Rightarrow x \in \mu(\beta) \). By 5.7.1, there exists \( \delta > 0 \) such that for all \( \beta \in \Phi \), either \( \langle x, \beta \rangle = 0 \) or \( |\langle x, \beta \rangle| \geq \delta \). Let \( N > \max \{ |\langle u^*, \beta \rangle| \mid \beta \in \Phi, x \in \mu(\beta) \} \) (note that this is possible since there exist only finitely many \( \beta \in \Phi \) with \( x \in \mu(\beta) \)). Choose \( \varepsilon \) such that \( 0 < \varepsilon < \min(\eta, \delta/N) \).

We will show that \( y \in Q_1(w) \). It is enough to show that \( y \in Q(w) \), because the additional properties for \( Q_1(w) \) follow from the facts \( x \in Q_1(w) \) and \( uu^* = u^* \). We must show that for all \( \beta \in \Phi \), the function \( \mathbb{Z} \to \{-1/2, 0, 1/2\}, n \to f_\beta(w^n y) \) is monotonic — see 5.5.4.

If \( d_\beta(w^n x, w^n y) = 0 \) for all \( n \), there is nothing to prove. Otherwise, we may translate \( \beta \) over a power of \( w \) so as to have \( d_\beta(x, y) > 0 \) (and hence \( x \in \mu(\beta) \) and \( |\langle u^*, \beta \rangle| < N \) by the above). Since \( uu^* = u^* \), we have for all \( n \in \mathbb{Z} \):

\[
\langle w^n y, \beta \rangle = \langle w^n (x + \varepsilon u^*), \beta \rangle = \langle w^n x, \beta \rangle + \varepsilon \langle u^*, \beta \rangle.
\]

The sign of \( \langle w^n y, \beta \rangle \) is determined by the first of the two terms on the right. More precisely, if \( \langle w^n x, \beta \rangle \neq 0 \) then

\[
|\varepsilon \langle u^*, \beta \rangle| \leq |\frac{\delta}{N} \langle u^*, \beta \rangle| \leq \delta < |\langle w^n x, \beta \rangle|.
\]

In other words, \( f_\beta(w^n x) \neq 0 \Rightarrow f_\beta(w^n y) = f_\beta(w^n x) \). Furthermore, if on the contrary \( f_\beta(w^n x) = 0 \), then \( f_\beta(w^n y) \) has the same sign as \( \langle u^*, \beta \rangle \), that is, a constant independent of \( n \). It follows that \( n \mapsto f_\beta(w^n y) \) is monotonic. Hence \( y \in Q_1(w) \).
Since \( x, y \in Q_1(w) \subset \mu(\alpha) \), we have \( \langle x, \alpha \rangle = \langle y, \alpha \rangle = 0 \). It follows that \( \langle u^*, \alpha \rangle = 0 \) or, equivalently, \( (u, \alpha) = 0 \). Since \( wu = u \) and \( P = \text{Span} \, w^2 \alpha \), we have \( u \perp P \). Since \( u \in P \) and \( P \) is non-degenerate, we have \( u = 0 \). This proves (1).

5.7.3 Definition. A half-space, root or reflection is called \( w \)-critical if it satisfies the equivalent conditions of 5.7.2. It is called \( w \)-essential if it is either \( w \)-critical or \( w \)-odd.

5.7.4 Examples. (a). Let \( W \) be finite. After conjugation, we may write \( \text{Pc}(w) = W_I \). Now \( Q(w) = K_I \) and the set of critical roots equals \( \Phi_I \).

(b). Let \( w \) be torsion. Then \( \text{Pc}(w) \) is a finite parabolic subgroup. After conjugating \( w \), we may write \( \text{Pc}(w) = W_I \). Now \( Q(w) = \{ x \in U^0 \mid d_P(x, wx) = 0 \} = K_I \). Moreover, \( \alpha \) is critical if and only if \( Q(w) \subset \mu(\alpha) \), that is, \( r_\alpha \in (K_I)' \). Since \( I \) is spherical, it is facial, by 2.2.4. By 2.1.4, \( (K_I)' = W_I \). Thus, the set of critical roots equals \( \Phi_I \).

(c). Let us go back to example (c) of 5.2.5. Using criterion 5.7.2(2), we find that the only critical wall is the thick line. In 5.5.2(c), we remarked that \( Q(w) \) equals the thick line. The reader is invited to check that conditions 5.7.2(1) \cdots (3) are equivalent for all roots.

An overview of our classification of roots is given in Figure 8. A periodic root \( \alpha \) is called \( w \)-rest if it is not critical and \( \alpha \) and \( -\alpha \) are not supporting. An example of a \( w \)-rest root is every root, if \( w = 1 \). Examples of supporting periodic roots can be found in example (c) of 5.2.5. It is easily seen that to each horizontal line different from the thick one, one of the associated roots is supporting periodic. Another nice example is that (in the same example) every \( w \)-periodic root is \( w^2 \)-rest (since \( Q(w^2) = U^0 \) as \( w^2 \) is a translation — see 5.5.2(d)).

5.7.5 Proposition. Let \( A \subset W \) be a half-space. Then the following are equivalent.

(1) \( A \) is essential.
(2) \( \bigcap_{n \in \mathbb{Z}} w^n A = \bigcap_{n \in \mathbb{Z}} w^n (W - A) = \emptyset \).
Proof. (1)⇒(2) follows directly from the definitions of critical and odd. (2)⇒(1). By condition 5.7.2(2), we need only show that $A$ is not even. Suppose it is, say supporting. Let $x \in Q(w)$, and let $g \in W$ be such that $x \in g\mathcal{C}$. Now from $w^z x \subset Q(w) \subset H(A)$ we find $w^z g \subset A$, contradicting (2). □

5.7.6 Proposition. The set of critical roots is a finite, parabolic root subsystem of $\Phi$.

Proof. This follows immediately from criterion 5.7.2(3), 2.1.4 and the fact that $\emptyset \neq Q(w) \subset U^0$. □

We know that for an even $\alpha$, either $\alpha$ or $-\alpha$ is supporting, and odd roots are never supporting. The following proposition characterizes supporting periodic roots.

5.7.7 Proposition. Let $\alpha$ be periodic. Then the following are equivalent.

1. $Q(w) \cap \mu(\alpha) \neq \emptyset$.
2. $\text{Span } w^z \alpha$ is positive definite.
3. Neither $\alpha$ nor $-\alpha$ is supporting.

Proof. Let $f \in P[X]$ be such that $f(w)U^0 \subset Q_2(w)$ (see 5.6.5).

1⇒2. Let $x \in Q(w) \cap \mu(\alpha)$. Let $k > 0$ be such that $w^k \alpha = \alpha$. Then $w^{kz} x \subset \mu(\alpha)$. Since $x \in Q(w)$, this implies $w^{z} x \subset \mu(\alpha)$ by 5.5.4. Hence $\text{Span } w^z \alpha$ is positive definite by 2.2.5 and 1.2.6.

2⇒3. By 3.2.3, there exists $x \in U^0$ such that $x \in w^n \mu(\alpha)$ for all $n \in \mathbb{Z}$. Now $f(w)x \in Q_2(w) \cap \mu(\alpha)$, whence (3).

3⇒1. Suppose that (3) holds but not (1). Then there are $x \in Q(w) \cap H(\alpha)$ and $y \in Q(w) \cap H(-\alpha)$. Since $x \in Q(w)$ and $\alpha$ is not odd, we have $w^{z} x \subset H(\alpha)$ by 5.5.5. Hence $f(w)x \in Q_2(w) \cap H(\alpha)$, and similarly $f(w)y \in Q_2(w) \cap H(-\alpha)$. Let $t > 0$ be such that $f(w)(x + ty) \in \mu(\alpha)$. Since $Q_2(w)$ is convex, we have $f(w)(x + ty) \in Q_2(w) \cap \mu(\alpha) \subset Q(w) \cap \mu(\alpha)$. □

We finish the subsection with a conjecture on $Q(w)$.

5.7.8 Definition. Define $Q^*(x)$ to be the intersection of all $H(\alpha)$ containing $Q(w)$, and all $\mu(\alpha)$ containing $Q(w)$.

5.7.9 Conjecture. $Q(w) = Q^*(w)$. □

The reader is invited to check this conjecture for the examples of 5.5.2(e). Conjecture 5.7.9 does not seem to be more difficult than its special case where there are no periodic roots at all.

Conjecture 5.7.9 easily implies the following statements. None of these statements however has been proved yet without use of 5.7.9. We note that 5.7.10(d) can be reformulated in a purely combinatorial way.

5.7.10 Conjecture.

(a) $Q(w)$ is combinatorially convex, that is, it is the intersection of a family of (closed or open) half-spaces in $U^0$.

(b) $Q(w)$ is open in the intersection of those $\mu(\alpha)$ containing $Q(w)$.

(c) $Q(w)$ is convex.
5.8 The parabolic closure

For this subsection, fix \( w \in W \).

Let us call a point \( x \in Q(w) \) general if for all roots \( \alpha \), the condition \( x \in \mu(\alpha) \) implies \( Q(w) \subset \mu(\alpha) \), that is, \( \alpha \) is critical.

5.8.1 Theorem. Consider the following subgroups of \( W \).

\[ H = \text{the parabolic closure of } w, \]
\[ K = \text{the standard parabolic closure of } w, \]
\[ L = \text{the subgroup generated by the essential reflections.} \]

If there exists general \( x \in Q(w) \) such that \( x \in C \), then \( H = K = L \).

Proof. \( H \subset K \) follows from the fact that every standard parabolic subgroup is a parabolic subgroup.

\( K \subset L \). It is enough to show that every root separating 1 from \( w \) is essential. Let \( \alpha \) be a root separating 1 from \( w \). We have

\[ 0 < d_\alpha(C, wC) \leq d_\alpha(C, x) + d_\alpha(x, wx) + d_\alpha(wx, wC). \]

Thus, one of the terms on the right is positive. If \( d_\alpha(x, wx) > 0 \), it follows that \( \alpha \) is odd, by 5.5.5. If \( d_\alpha(x, wx) > 0 \) then \( x \in \mu(\alpha) \), whence \( \alpha \) is critical. Similarly if \( d_\alpha(wx, wC) > 0 \).

\( L \subset H \). Note that \( H \) and \( L \), contrary to \( K \), are conjugacy covariant, that is, \( \text{Pc}(gwg^{-1}) = g \text{Pc}(w)g^{-1} \) and similarly for \( L \). By conjugating \( w \), we may suppose \( H \) to be standard parabolic. Note that we then no longer may assume \( x \in C \cap Q(w) \), but we do not need this. Let \( A \) be an essential half-space. Then by 5.7.5, \( w^A \not\subset A \) and \( w^A \not\subset W - A \). Hence \( H \not\subset A \) and \( H \not\subset W - A \). Let \( p \in H \cap A, q \in H \cap (W - A) \). Since \( H \) is standard parabolic (that is, connected in the Cayley graph), there exists a path in \( H \) (viewed as subgraph of the Cayley graph) from \( p \) to \( q \). One of the edges of this path is from \( A \) to \( W - A \), say \( \{y, ys\} \). It follows that \( r_A = ysy^{-1} \in H \), which proves \( L \subset H \).

We note that in 5.8.1, instead of \( x \) being general, it is sufficient that \( x \) lies on only essential walls. The proof is the same.

5.8.2 Lemma. \( Q(w) \) contains general points.

Proof. By 5.6.2, \( Q_2(w) \) is a non-empty cone. By 2.1.2, there exists \( x \in Q_2(w) \) such that \( x' = Q_2(w)' \). Now for every root \( \alpha \), if \( x \in \mu(\alpha) \) then \( Q_2(w) \subset \mu(\alpha) \), whence \( \alpha \) is critical, by 5.7.2. Furthermore, \( x \in Q_2(w) \subset Q(w) \). Hence \( x \) is a general point in \( Q(w) \).

5.8.3 Theorem. The parabolic closure of \( w \) equals the subgroup of \( W \) generated by the \( w \)-essential reflections.

Proof. By 5.8.2, there exists a general point \( x \in Q(w) \). By conjugating \( w \), we may suppose \( x \in C \). The result now follows from 5.8.1.

Subsequently, theorem 5.8.3 was used in [44].
5.8.4 Definition. Denote the root system generated by the odd roots by $\Phi_{\text{odd}}$.

5.8.5 Lemma. Let $\alpha$ be periodic. Then either $\alpha \perp \Phi_{\text{odd}}$ or $\alpha \in \Phi_{\text{odd}}$.

Proof. Suppose $\alpha$ is not perpendicular to $\Phi_{\text{odd}}$, say $(\alpha, \beta) \neq 0$, $\beta$ odd. We may suppose $\beta$ to be outward, and $(\alpha, \beta) < 0$. Let $\gamma = r_\beta \alpha = \alpha - 2(\alpha, \beta)\beta$. We will show that $\gamma$ is odd. Let $x \in U_0$ be any point. By 5.7.1, we have

$$\lim_{n \to \infty} \langle x, w^n \beta \rangle = \infty, \quad \lim_{n \to -\infty} \langle x, w^n \beta \rangle = -\infty.$$ 

Hence

$$\langle x, w^n \gamma \rangle = \langle x, w^n \alpha - 2(\alpha, \beta)w^n \beta \rangle \to -\infty, \quad n \to -\infty$$

and similarly $\langle x, w^n \gamma \rangle \to -\infty$ as $n \to -\infty$. Thus, $\gamma$ is odd. Hence $\alpha = r_\beta \gamma \in \Phi_{\text{odd}}$. □

5.8.6 Definition. We define $P_{c}^\infty(w)$ to be the group generated by the $w$-odd reflections, and $P_{c}^0(w)$ to be the group generated by $r_\alpha$ for all critical roots perpendicular to $\Phi_{\text{odd}}$.

5.8.7 Corollary. We have $P_{c}(w) = P_{c}^\infty(w) \times P_{c}^0(w)$. Furthermore, $P_{c}^\infty(w)$ is the product of the infinite components of $P_{c}(w)$.

Proof. The first statement follows immediately from 5.8.5 and 5.8.3. As to the second statement, for every component $H \subset P_{c}(w)$, at least one of the following is true.

1. $H$ is generated by the odd reflections in $H$.
2. $H$ is generated by the critical reflections in $H$.

In case (1) holds, $H$ is infinite, since for every odd reflection $r \in H$, all $w^n r w^{-n}$ are different ($n \in \mathbb{Z}$). In case (2), $H$ is finite, by 5.7.6. (In particular, (1) and (2) cannot both hold.) □

5.8.8 Example. An example of a critical root $\alpha \in \Phi_{\text{odd}}$ is the (up to sign unique) critical root in the Coxeter group of 5.2.5(c). Namely, $\Phi_{\text{odd}} = \Phi$.

Examples of critical roots $\alpha \perp \Phi_{\text{odd}}$ are easily constructed, for example with $w$ torsion, that is, $\Phi_{\text{odd}} = \emptyset$.

The preceding results do not imply a fast and easy to implement algorithm computing $P_{c}(w)$ for given $w$. To this end, we designed the following funny variation of 5.8.1. Namely, we replace $Q(w)$ by $Q^*(w)$, which is conjecturally the same set, by 5.7.9. Theorem 5.8.1 is an ingredient to the proof of 5.8.9. Again, call a point in $Q^*(w)$ general if it lies on only critical walls.

5.8.9 Corollary. Let $x \in Q^*(w)$ be a general point, and assume that $x \in \overline{C}$. Then $P_{c}(w)$ is a standard parabolic subgroup of $W$.

Proof. Let $I \subset S$ be such that $x \in C_I$. Since $x$ is general, the critical reflections generate the standard parabolic group $W_I$. The proof will be finished by showing that $P_{c}^\infty(w)$ is a standard parabolic subgroup too.

By 5.6.3 and 5.3.2, there exists $n > 0$ such that all $w$-periodic roots are $w^n$-invariant, and for every outward root $\alpha$, we have $\alpha < w^n \alpha$. For every
supporting even root \( \alpha \), we have \( x \in Q^*(w) \subset H(\alpha) \) and hence \( C \subset H(\alpha) \). Now it is easy to see that \( C \subset Q(w^n) \). By 5.8.1, \( \text{Pc}(w^n) \) is a standard parabolic subgroup. Since all periodic roots are \( w^n \)-invariant, there are no \( w^n \)-critical roots — use, for example, criterion 5.7.2(1). Hence \( \text{Pc}(w^n) = \text{Pc}^\infty(w^n) = \text{Pc}^\infty(w) \) by 5.2.7.

5.8.10 Remark. The above result can be strengthened by replacing \( Q^*(w) \) by \( Q^+(w) \), which is defined to be the intersection of \( H(\alpha) \) for all supporting even \( \alpha \), and \( \mu(\alpha) \) for all critical \( \alpha \). The difference with \( Q^*(w) \) is that supporting periodic roots are removed. The proof is the same. It is an open question whether \( Q^+(w) = Q^*(w) \). It is true for the examples of 5.5.2(e).

5.9 Calculations in number fields

For the subsequent subsection with algorithms on Coxeter groups, we need some facts on algorithms for calculations in number fields and their complexity. These algorithms are guaranteed to give the correct answers. They compute with algebraic numbers without rounding. Therefore, the algorithms cannot be compared to numerical algorithms doing similar things.

Let \( K \) be a number field, that is, a finite extension of \( \mathbb{Q} \). Given a \( \mathbb{Q} \)-basis \( x_i \) of \( K \), we define the height on \( K \) by

\[
h(\sum_i a_i x_i/a) = \log(\sum_i a_i^2 + a^2),
\]

where \( a_i \) and \( a \) are relatively prime integers. The height of a polynomial (or rational function, or matrix) is by definition the maximum of the heights of its coefficients (or entries).

5.9.1 Calculations in number fields. Let \( x, y \in K \). Then \( x + y \) can be computed in \( \mathcal{O}(h(x) + h(y)) \) time, whereas \( xy \) and \( x/y \) can be computed in \( \mathcal{O}(h(x)h(y)) \) time. There exists a faster algorithm with complexity \( \mathcal{O}((h(x) + h(y))^{1+\varepsilon}) \) for every \( \varepsilon > 0 \), using Fourier transforms [39, p. 278]. We will not consider this improvement of the bounds of complexity.

5.9.2 Signs of real algebraic numbers. Fix a real number field \( K \). Then there exists an algorithm that, given \( f, g \in K[X] \) and an integer \( i \), decides whether \( g(a) < 0 \) or \( g(a) = 0 \) or \( g(a) > 0 \), where \( a \) is the \( i \)-th real root of \( f \) in the natural ordering (supposing \( a \) exists). Its complexity is \( \mathcal{O}(n^6h^2) \), where \( n \) is a bound for the degrees of \( f, g \), and \( h \) a bound for their heights [21, p. 93]. See also [29], [24, section 3.2.1.1]. It is easy to deduce from Tarski’s generalization of Sturm’s theorem [38, VI.10] that for fixed \( n \), the complexity is \( \mathcal{O}(h^2) \). This suffices for us, since we are only interested in the case where \( n \) is bounded (because we fix one Coxeter group). A particular case is that for all \( x \in K \), it can be decided in \( \mathcal{O}(h(x)^2) \) time whether \( x > 0 \).

5.10 Algorithms

In this subsection, we give a chain of algorithms, leading to a computation of the parabolic closure. The algorithms make extensive use of the representation and the Tits cone.
Fix a root basis \((E, (\cdot, \cdot), \Pi)\) defined over a real number field \(K\) — see 4.7.5. For each of the algorithms, part of the input is \(w \in W\), given by a string. The first step in every algorithm is the computation of the matrix of \(w\) and, in some cases, the roots separating 1 from \(w\). By 5.9.1, this can be done in \(O(\ell(w)^2)\) time. The height \(h(w)\) is \(O(\ell(w))\).

Following [10], define the depth of a root \(\alpha\) to be
\[
dp(\alpha) = \frac{\ell(r_\alpha) + 1}{2}.
\]
We have \(h(\alpha) = O(dp(\alpha))\). For a vector \(x \in U^0\), defined over a (fixed) number field, the quantity \(\max\{h(x), d_\Phi(x, C)\}\) will also be called depth and denoted by \(dp(x)\) — we are running out of names, and the two notions of depth will be used for the same purpose.

An algorithm is called quadratic, cubic, … if has complexity \(O(\ell(w)^2)\), \(O(\ell(w)^3)\), etc.

5.10.1 Proposition. There exists an algorithm that, given a root \(\alpha\), decides whether it is periodic, critical, odd, even. Moreover, for odd roots it decides whether it is outward or inward, and for even roots it decides whether it is supporting or not. If \(dp(\alpha) = O(\ell(w))\) then the algorithm is quadratic.

Proof. It is easy to decide whether \(\alpha\) is periodic. Using condition 5.7.2(1), it is easy to decide whether \(\alpha\) is critical. Both are quadratic in time, by 5.9.1 and 5.9.2. Let us suppose \(\alpha\) to be non-periodic. We will describe the algorithm deciding whether \(\alpha\) is odd or even. First find \(n > 0\) such that \(|(\alpha, w^n\alpha)| \geq 1\), by simply trying \(n = 1, 2, \ldots\). By 5.3.2, such an \(n\) exists and is bounded. Moreover, by 5.3.2 again, \(\alpha\) is odd if \((\alpha, w^n\alpha) \geq 1\) and \(\alpha\) is even if \((\alpha, w^n\alpha) \leq -1\). This enables us to distinguish between odd and even. Now suppose \(\alpha\) to be odd. By 1.4.7, we have \(\alpha < w^n\alpha\) or \(w^n\alpha < \alpha\). By 1.4.7(d), for all different roots \(\beta, \gamma\), we have \(\beta < \gamma\) if and only if \((U^0, \gamma - \beta) \subset \mathbb{R}_{>0}\). Hence, choosing any point \(u \in U^0\) (for example, \(u \in C\)), we have
\[
\alpha \text{ is outward } \iff \alpha < w^n\alpha \iff \langle u, w^n\alpha - \alpha \rangle > 0.
\]
This provides a simple test whether \(\alpha\) is outward or inward. A similar argument shows that an even root \(\alpha\) is supporting if and only if \(\langle u, \alpha + w^n\alpha \rangle > 0\).

\[\square\]

5.10.2 Definition. Let us call an outward half-space \(A \subset W\) canonical if \(1 \in A\) but \(w^n \notin A\) for all \(n = 1, 2, \ldots\). Similarly for roots.

Note that, for every root \(\alpha\), the orbit \(w^n\alpha\) contains a unique canonical root. Contrary to our classifications of roots so far, canonicity is not conjugacy covariant.

5.10.3 Proposition. There exists an algorithm that, given an outward root, decides whether it is canonical or not. The algorithm is quadratic, provided the root has linear depth.

Proof. Let \(\alpha\) be outward. Compute \(n > 0\) such that \((\alpha, w^n\alpha) \geq 1\). Then
A ⊂ w^nA, where A = A(α). It follows that A is canonical if and only if 1 ∈ A, and for all k = 1, 2, ..., n, we have w_k ∉ A. This is easily tested. □

5.10.4 Proposition. The algorithm of 1.2.4 is cubic in dp(x). There exists an algorithm computing dΦ(x, y) which is cubic in dp(x) + dp(y).

Proof. As to the algorithm of 1.2.4, computing the next x_k takes quadratic time in dp(x), and this has to be done about dΦ(x, C) times. The other statement follows easily. □

5.10.5 Proposition. There exists a cubic algorithm that finds all critical roots (up to w^2), all canonical outward roots, and r(w). There exists an algorithm testing whether a given point in U^0 is in Q(w). The latter algorithm is cubic if the point has linear depth.

Proof. The canonical outward roots can be found by computing the half-spaces A with 1 ∈ A, w ∉ A, and testing them on outwardness (5.10.1) and canonicity (5.10.3). Since here, a quadratic test must be applied ℓ(w) times, this is a cubic algorithm. Now r(w) is simply equal to the number of canonical outward roots. By 5.5.7, x ∈ Q(w) if and only if dΦ(x, wx) = r(w), which can easily be tested in cubic time by 5.10.4. By 5.7.5, for every critical root α, there exists n ∈ Z such that w^nα separates 1 from w. Thus, the critical roots are found (up to w^2) by testing all roots separating 1 from w on criticality. □

5.10.6 Proposition. There exists a cubic algorithm that computes a point z ∈ Q(w) with dp(z) = O(ℓ(w)).

Proof. The algorithm is as follows. Choose any point x ∈ U^0. Compute the projection y of x on the intersection of the critical walls. (This is not necessary but may speed up the algorithm.) For n = 0, 1, 2, ..., try whether the point z_n = (1 + w + ... + w^n)y is in Q(w). By 5.6.5, some z_n is in Q(w), with bounded n. Hence the estimate of dp(z). Testing whether one z_n ∈ Q(w) is cubic in time, by 5.10.5. Since n is bounded, the complete algorithm is cubic. □

5.10.7 Lemma. Let x ∈ U^0. Then x ∈ Q^*(w) if and only if x is on every critical wall, and there is no supporting root separating x from wx.

Proof. ‘If’. Let α be supporting. We must show x ∈ H(α). If not, we have w^2x ⊂ K(−α), since w^nx and w^{n+1}x are not separated by a supporting root. Let f ∈ P[X] be such that f(w)U^0 ⊂ Q(w), see 5.6.5. Then f(w)x ∈ K(−α) ∩ Q(w) = ∅, a contradiction. Hence x ∈ H(α), which proves ‘if’. The converse implication is trivial. □

5.10.8 Proposition. There exists an algorithm that tests whether a given point is in Q^*(w). The algorithm is cubic if the point has linear depth.

Proof. Lemma 5.10.7 suggests the following algorithm. Let x ∈ U^0 be given. By conjugating w, we may suppose x ∈ C (in cubic time if dp(x) = O(ℓ(w)), by 5.10.4). Compute the roots separating x from wx. Decide whether one of them is supporting by 5.10.1, and (2)⇒(3) of 5.7.7. This is
also cubic if $x$ has linear depth.

5.10.9 Proposition. There exists a cubic algorithm that computes $I \subset S$, $g \in W$ such that $Pc(w) = gW_I g^{-1}$.

Proof. The algorithm is as follows. Compute a facet $X$ in $Q(w)$. Next, we compute a general facet $Y \subset Q^*(w)$ (that is, the points in $Y$ are general), as follows. If $X$ is not general, then, since $Q^*(w)$ is open in the intersection of the critical walls, there exists a facet $Y \subset Q^*(w)$ such that $X \subset Y$ and $\dim Y = \dim X + 1$. Such a facet $Y$ can be found using 5.10.8. Going on this way, we end up with a general facet $Y \subset C$. By conjugating $w$, we may suppose $Y \subset \mathcal{C}$. By 5.8.9, $Pc(w)$ equals the standard parabolic closure of $w$, which can be computed using 1.3.6. □

In the algorithm of 5.10.9, a general point in $Q^*(w)$ is computed. Conjecturally (5.7.9), it is a general point in $Q(w)$. Another way of computing a general point in $Q(w)$ is suggested by the proof of 5.8.2. However, this algorithm is not as easy to implement as the algorithm of 5.10.9. This is why we prefer to use 5.8.9.

6 The conjugacy problem

In 3.1.13 and 5.10.9, the conjugacy problem for Coxeter groups has been reduced to the case $Pc(v) = Pc(w) = W$. In this section, we solve the conjugacy problem for this case.

We will treat affine and non-affine groups separately. The affine groups have been taken care of in 4.2.1. In subsection 6.1, it is shown that for irreducible infinite non-affine groups, there exists a non-degenerate root basis. In subsection 6.3 we assume in addition that $Pc(w) = W$, and prove some crucial results, for example, for all outward $\alpha, \beta$ one has $\alpha < w^n\beta$ for almost all $n > 0$ (6.3.9). In subsection 6.4, we give our first polynomial solution to the conjugacy problem, with exponent $#S+3$. In subsection 6.5, it is shown, amongst others, that under the above conditions, the maximum of the absolute values of the eigenvalues of $w$ is a simple eigenvalue (6.5.14). This opens the way to a cubic solution to the conjugacy problem (6.7.4). In subsection 6.8, the results of subsection 6.3 are applied to the computation of the algebraic rank of a Coxeter group.

6.1 Dividing out the radical

6.1.1 Lemma. Let $(W, S)$ be an irreducible Coxeter system, associated to a root basis $(E, (\cdot, \cdot), \Pi)$. Suppose there exists $x = \sum_{\alpha \in \Pi} \lambda_\alpha \alpha \neq 0$ in the radical $E^\perp$ of $E$, such that $\lambda_\alpha \geq 0$ for all $\alpha \in \Pi$. Then $(W, S)$ is affine.

Proof. We may suppose $\Pi$ to be a basis of $E$. Namely, if $\Pi$ is not a basis of $E$, replace $E$ by an abstract vector space with basis $\Pi$ and a symmetric bilinear form $(\cdot, \cdot)'$ such that $(\alpha, \beta)' = (\alpha, \beta)$ for all $\alpha, \beta \in \Pi$. Let $A = (a_{st})$ be the Gram matrix. Let $(k, \ell, m)$ be the signature of $E$. Note that $m \geq 1$. Suppose that $\ell + m > 1$. Then $A$ has an eigenvector $y$, independent of $x$, with eigenvalue $\lambda \leq 0$. Consider the non-negative irreducible matrix $B = 1 - A$. By 1.5.1, since $x$ is a non-negative eigenvector of $B$, the
eigenvalue of $B$ at $x$ is greater than at $y$, contradicting $\lambda \leq 0$. Hence $\ell + m = 1$, which implies that $(W,S)$ is affine.

Let $(E,(\cdot,\cdot),\Pi)$ be a root basis. By dividing out $E^\perp$, we obtain a triple $(E/E^\perp,(\cdot,\cdot),\Pi')$. We ask ourselves whether the new triple is still a root basis. Of the axioms for a root basis 1.2.1, parts (1) and (2) certainly hold.

6.1.2 Proposition. Let $(W,S)$ be an irreducible non-affine Coxeter system. If the triple $(E,(\cdot,\cdot),\Pi)$ is associated with $(W,S)$ and satisfies (1) and (2) of definition 1.2.1 then it satisfies (3) as well.

Proof. Suppose that (3) is not satisfied. Then there are $\lambda_\alpha \geq 0$ ($\alpha \in \Pi$), not all zero, such that $\sum_{\alpha \in \Pi} \lambda_\alpha \alpha = 0$. There exists a vector space $E'$ with a basis $\Pi'$ and a bijective map $\phi: \Pi' \to \Pi$. Let $L: E' \to E$ be the unique linear map such that $L(\alpha) = \phi(\alpha)$ for all $\alpha \in \Pi'$. For $u,v \in E'$ define $(u,v) := (Lu,Lv)$. The element $\sum_{\alpha \in \Pi} \lambda_\alpha \phi^{-1}(\alpha)$ is in the radical of $E'$. This contradicts 6.1.1 and finishes the proof. □

6.1.3 Proposition. Let $(E,(\cdot,\cdot),\Pi)$ be a root basis, associated to an irreducible non-affine Coxeter system $(W,S)$. Then by dividing out the radical $E^\perp$, one obtains again a root basis associated to $(W,S)$.

Proof. Immediate from 6.1.2. □

Proposition 6.1.3 is implicit in the work of Vinberg, [47, Prop. 13, p. 1100].

6.1.4 Example. By 6.1.3, every irreducible non-affine Coxeter group is associated to a non-degenerate root basis $(E,(\cdot,\cdot),\Pi)$. We cannot suppose $\Pi$ to be independent, as is shown by the following example. Let $S = \mathbb{Z}/n$, $m_{st} = 2$ if $s-t \neq \pm 1$, $m_{st} = 4$ if $s-t = \pm 1$. Then $\sum_{s \in S} a_s e_s \in E^\perp$ if and only if for all $s \in S$, $a_s - (a_{s-1} + a_{s+1})/\sqrt{2} = 0$, or, equivalently,

$$
\begin{pmatrix}
a_s \\
\frac{a_s}{\sqrt{2}}
\end{pmatrix} =
\begin{pmatrix}
0 & 1 \\
-1 & \sqrt{2}
\end{pmatrix}
\begin{pmatrix}
a_{s-1} \\
a_s
\end{pmatrix}.
$$

Since the above $2 \times 2$ matrix has order 8, the classical root basis is degenerate if $n$ is an 8-tuple. Suppose $n$ is an 8-tuple. Then the radical of the classical root basis has dimension 2. Since all $m_{st}$ are finite, every root basis (spanned by $\Pi$) is a quotient of the classical root basis. Hence in every non-degenerate root basis, $\Pi$ is dependent.

6.2 Ordered triples of roots

6.2.1 Lemma. A root basis $(E,(\cdot,\cdot),\Pi)$ with $E = \text{Span}(\Pi)$ cannot have signature $(1,2)$ or $(1,1,1)$.

Proof. Suppose dim $E = 3$. Let $\{\alpha,\beta,\gamma\} \subset \Pi$ be a basis of $E$. Let $A$ be the Gram matrix with respect to this basis. Thus,

$$
A = \begin{pmatrix}
1 & -a & -c \\
-a & 1 & -b \\
-c & -b & 1
\end{pmatrix}, \quad a,b,c \geq 0.
$$
If one of $a, b, c$ is smaller than 1, say $a < 1$, then there is a subspace $\text{Span} \{\alpha, \beta\}$ of signature $(2, 0)$, which makes signatures $(1, 2)$ and $(1, 1, 1)$ impossible. Otherwise, since $a, b, c \geq 1$, we have

$$\det(A) = 1 - 2abc - (a^2 + b^2 + c^2) \leq 1 - 2 - 3 < 0,$$

which again makes signatures $(1, 2)$ and $(1, 1, 1)$ impossible. \hfill \Box

**6.2.2 Proposition.** Let $\alpha \leq \beta \leq \gamma$ be roots. Let us write $2(\alpha, \beta) = p + p^{-1}$, $2(\beta, \gamma) = q + q^{-1}$, $2(\alpha, \gamma) = r + r^{-1}$, $p, q, r \geq 1$. Then $r \geq pq$.

**Proof.** By 1.4.7(e), we may suppose $\Phi$ to be generated by $\{\alpha, \beta, \gamma\}$. Assume also that $E = \text{Span} \Phi$. Then $\dim E \leq 3$. If $E$ is positive definite or semi-definite, then for all $x, y \in E$ with $(x, x) = (y, y) = 1$ we have $|\langle x, y \rangle| \leq 1$. Hence $p = q = r = 1$, and the result follows. Thus, suppose $E$ is not positive definite nor semi-definite. By 6.2.1 (and noting that $E$ contains a positive definite subspace $\mathbf{R}^d$), $E$ has signature $(2, 1)$ or $(1, 1)$.

Since $E$ is non-degenerate, it may be identified to its dual. Let $H = \{x \in E \mid \langle x, x \rangle < 0\}$. Let $H^+$, $H^-$ be the two connected components of $H$. By 4.6.1, $U^0$ contains either $H^+$ or $H^-$. There are two ways of finishing the proof. The first way uses the geometry of the hyperbolic plane, as follows. Suppose $E$ to have signature $(2, 1)$, and suppose $p, q, r > 1$. Since $U^0$ contains $H^-$ or $H^+$, $\alpha$, $\beta$ and $\gamma$ define three parallel geodesics in $\mathbb{H}^2$, ordered in this order. Let us denote these geodesics by $\alpha^\perp$, $\beta^\perp$, $\gamma^\perp$. It is known [5, Cor. A.5.8] that the hyperbolic distance between $\alpha^\perp$ and $\beta^\perp$ is $\log(p)$, and similarly for the other pairs of geodesics. The (unique) shortest path from $\alpha^\perp$ to $\gamma^\perp$ intersects $\beta^\perp$. This shows $\log(r) \geq \log(p) + \log(q)$, whence $r \geq pq$. The cases where $E$ has signature $(1, 1)$, or one of $p, q, r$ equals 1, are left to the reader in our first end of the proof.

The second way of finishing the proof will not depend on any knowledge of the hyperbolic plane.

Write $a = (\alpha, \beta)$, $b = (\beta, \gamma)$, $c = (\alpha, \gamma)$. Let $A$ be the Gram matrix with respect to $\alpha, \beta, \gamma$:

$$A = \begin{pmatrix} 1 & a & c \\ a & 1 & b \\ c & b & 1 \end{pmatrix}, \quad a, b, c \geq 0.$$

We have

$$0 \leq -\det(A) = c^2 - 2abc + (a^2 + b^2 - 1),$$

whence

$$c \leq ab - \sqrt{(a^2 - 1)(b^2 - 1)} \quad \text{or} \quad c \geq ab + \sqrt{(a^2 - 1)(b^2 - 1)}.$$  \hfill (9)

Note that we may assume $a > 1$ or $b > 1$, for otherwise, we have $p = q = 1$ and certainly $r \geq pq$. By symmetry, we may assume $a > 1$.

We saw that $U^0$ contains either $H^+$ or $H^-$. Combining with 1.4.7(d), we find that for all $x \in H$, the sequence $(x, \alpha), (x, \beta), (x, \gamma)$ is monotonic. We apply this to $x = \alpha - \beta$. We have $(x, x) = 2 - 2a < 0$, whence indeed $x \in H$. By the above, the sequence $((x, \alpha), (x, \beta), (x, \gamma)) = (1-a, a-1, c-b)$
The conjugacy problem for Coxeter groups is monotonic. Since it was assumed that \( a > 1 \), we find it to be increasing, and hence \( a - 1 \leq c - b \), or
\[
c \geq a + b - 1. \tag{10}
\]

If \( b = 1 \), then from (10), we find \( c \geq a \), which gives the desired result. Therefore, let us assume \( a, b > 1 \). We will show that (10) contradicts the first possibility of (9). These two inequalities would imply successively
\[
a + b - 1 \leq c \leq ab - \sqrt{(a^2 - 1)(b^2 - 1)},
\]
\[
\sqrt{(a^2 - 1)(b^2 - 1)} \leq ab - (a + b - 1),
\]
\[
(a^2 - 1)(b^2 - 1) \leq (a - 1)^2(b - 1)^2,
\]
and as \( a, b > 1 \),
\[
(a + 1)(b + 1) \leq (a - 1)(b - 1),
\]
a contradiction indeed. Hence the second possibility of (9) holds. In terms of \( p, q, r \) one finds
\[
c \geq \frac{(p + p^{-1})(q + q^{-1}) + \sqrt{((p + p^{-1})^2 - 4)((q + q^{-1})^2 - 4)}}{4} = \frac{pq + (pq)^{-1}}{2}.
\]
Hence \( r \geq pq \). \( \square \)

6.2.3 Corollary. Let \( \alpha \leq \beta \leq \gamma \) be roots. Then
\[
(\alpha, \beta) \leq (\alpha, \gamma)
\]
and
\[
(\beta, \gamma) \leq (\alpha, \gamma).
\]

Proof. This follows from 6.2.2 and the fact the map \( x \mapsto x + x^{-1} \) is increasing for \( x \geq 1 \). \( \square \)

6.3 Outward roots and their ordering

In this subsection, we assume \((W, S)\) to be irreducible, infinite and non-affine, unless stated otherwise. Furthermore, an element \( w \in W \) with \( \text{Pc}(w) = W \) is fixed. By 5.8.7, we have \( \text{Pc}^\infty(w) = W \), and \( \text{Span}(\Pi) \) is spanned by the outward roots.

By 6.1.3 there exists a non-degenerate root basis \((E, \langle \cdot, \cdot \rangle, \Pi)\) for \( W \). Also we may assume that \( E \) is spanned by \( \Pi \) and hence by the odd roots. Such \( E \) is fixed from now on.

One of the main results of this subsection is corollary 6.3.8 stating that for all outward \( \alpha, \beta \) one has \( (\alpha, w^n\beta) \to \infty \) as \( n \to \infty \) or \( n \to -\infty \). A result of independent interest is corollary 6.3.10 stating that \( w^Z \) has finite index in the centralizer of \( w \).

6.3.1 Lemma. Let \( \alpha, \beta \) be \( w \)-outward. Then
(a) \( (\alpha, \beta) > -1 \).
(b) For almost all \( n \in \mathbb{N} \), \( (\alpha, w^n\beta) \geq 1 \) implies \( \alpha < w^n\beta \).
Proof. Part (a) is left to the reader (use 1.4.7(b) and the definition of outwardness). In order to prove (b), let \(x \in U^0\) be any point. By definition of outwardness, \((x, w^n\beta) > 0\) for almost all \(n \in \mathbb{N}\). By 5.7.1, \(\lim_{n \to \infty} (x, w^n\beta) = \infty\). Hence for almost all \(n \in \mathbb{N}\), \((x, w^n\beta - \alpha) > 0\). For these \(n\), the additional condition \((\alpha, w^n\beta) \geq 1\) implies, by 1.4.7(b), that \(\alpha < w^n\beta\).

6.3.2 Lemma. Let \(\alpha, \beta\) be outward roots such that \((\beta, w^n\alpha)\) is unbounded \((n \in \mathbb{N})\). Then there exists \(k \in \mathbb{N}\) such that \(w^{-k}\alpha < \beta\).

Proof. Recall that \((\Phi, \Phi) \cap (-1, 1)\) is finite by 3.2.1(a). For infinitely many \(k \in \mathbb{N}\) we have \(|(w^{-k}\alpha, \beta)| \geq 1\) because otherwise the sequence \((w^n\alpha, \beta)\) would be periodic, contradicting its unboundedness. By 6.3.1(a) there is an infinite set \(L \subset \mathbb{N}\) such that \((w^{-k}\alpha, \beta) \geq 1\) for all \(k \in L\). By 6.3.1(b) almost all \(k \in L\) satisfy \(\alpha < w^k\beta\).

6.3.3 Lemma. Let \(\alpha\) be odd. Then \((\alpha, w^n\alpha)\) is unbounded \((n \in \mathbb{N})\).

Proof. Since \(W\) is irreducible and non-affine, we may assume that \(E\) is non-degenerate, by 6.1.3. Also, we may assume that \(E\) is spanned by \(\Pi\) and hence by the odd roots.

The set \(w^n\alpha\) is a discrete subset of \(E\) by 1.2.5 and it is infinite since \(\alpha\) is odd. Hence it is unbounded. Since the odd roots span \(E\), and \(E\) is non-degenerate, there exists an odd root \(\beta\) such that \((\beta, w^n\alpha)\) is unbounded \((n \in \mathbb{N})\). Suppose, as we may, that \(\alpha\) and \(\beta\) are outward. By 6.3.2, we have \(w^{-k}\alpha < \beta\) for some \(k \in \mathbb{N}\). By 6.3.1, there exists \(M > 0\) such that for all \(n\) with \(n > M\) and \((\beta, w^n\alpha) \geq 1\), we have \(\beta < w^n\alpha\). In order to show that \((\alpha, w^n\alpha)\) is unbounded, let \(N \geq 1\). Let \(n > M\) be such that \((\beta, w^n\alpha) \geq N\) — see 6.3.1(a). Thus, \(w^{-k}\alpha < \beta < w^n\alpha\). By 6.2.3, we have \((\alpha, w^{k+n}\alpha) = (w^{-k}\alpha, w^n\alpha) \geq (\beta, w^n\alpha) \geq N\).

The preceding lemma is a crucial step to our results. Notice the similarity to 5.3.1. The result of 6.3.3 however, does not hold for affine groups.

If the root basis is positive semi-definite, then for all roots \(\alpha, \beta\), we have \(|(\alpha, \beta)| \leq 1\).

6.3.4 Definition. Let us call two odd roots \(\alpha, \beta\) equivalent, notation \(\alpha \sim \beta\), if \((\alpha, w^n\beta)\) is unbounded, \(n \in \mathbb{N}\).

6.3.5 Lemma. Equivalence of odd roots is an equivalence relation.

Proof. Reflexivity. This is the content of 6.3.3.

Symmetry. Let \(\alpha \sim \beta\). We may suppose \(\alpha\) and \(\beta\) to be outward. Let \(N > 1\). By 6.3.2, applied to \(\alpha, \beta\) interchanged, there exists \(k \in \mathbb{N}\) such that \(\beta < w^k\alpha\). By 6.3.3 and 6.3.1(a), there exists \(n > 0\) such that \((\beta, w^n\beta) \geq N\). Note \(\beta < w^n\beta\). Applying 6.2.3 to the sequence \(\beta < w^n\beta < w^{n+k}\alpha\) shows \((\beta, w^{n+k}\alpha) \geq (\beta, w^n\beta) \geq N\). Hence \(\beta \sim \alpha\).

Transitivity. Let \(\alpha \sim \beta\) and \(\beta \sim \gamma\). We may suppose \(\alpha, \beta\) and \(\gamma\) to be outward. Let \(N \geq 1\). By 6.3.1(b), there exist \(m > n > 0\) such that \(\alpha < w^m\beta < w^m\gamma\), \((\alpha, w^n\beta) \geq N\). By 6.2.3, we have \((\alpha, w^m\gamma) \geq (\alpha, w^n\beta) \geq N\) and so \(\alpha \sim \gamma\).
The conjugacy problem for Coxeter groups

6.3.6 Theorem. Let \( \alpha, \beta \) be odd. Then \( \alpha \sim \beta \) if and only if \( w^\alpha \alpha \not\sim \beta \).

Proof. ‘Only if’ is trivial. In order to prove ‘if’, one may assume \( (\alpha, \beta) \neq 0 \), for otherwise, replace \( \beta \) by some \( w^n \beta \). Suppose \( \alpha \not\sim \beta \). By symmetry of the equivalence relation \( \sim \) (6.3.5), the sequence \( (\alpha, w^n \beta) \) is bounded \( (n \in \mathbb{Z}) \).

Consider the root \( \gamma = r_\beta \alpha = \alpha - 2 (\alpha, \beta) \beta =: \alpha + \lambda \beta \).

We will show that \( \gamma \) is odd. We have
\[
(\gamma, w^n \gamma) = (\alpha + \lambda \beta, w^n (\alpha + \lambda \beta)) = (\alpha, w^n \alpha) + \lambda^2 (\beta, w^n \beta) + \text{bounded}
\]
We have \( (\alpha, w^n \alpha), (\beta, w^n \beta) > -1 \) for all \( n \) by 6.3.1(a). Moreover, by 6.3.3, we have \( \limsup_{n \to \infty} (\alpha, w^n \alpha) = \infty \). It follows that \( \limsup_{n \to \infty} (\gamma, w^n \gamma) = \infty \), so \( \gamma \) is odd by 5.3.2. Now \( \gamma \) is equivalent to \( \alpha \) as well as \( \beta \), because \( (\alpha, w^n \gamma) = (\alpha, w^n \alpha) + \text{bounded} \), \( (\beta, w^n \gamma) = \lambda (\beta, w^n \beta) + \text{bounded} \), and \( \lambda \neq 0 \). Hence \( \alpha \) and \( \beta \) are equivalent, a contradiction. This finishes the proof. \( \square \)

6.3.7 Corollary. Two odd roots are always equivalent.

Proof. Suppose that the set of odd roots can be written \( X \sqcup Y \), \( X, Y \neq \emptyset \), \( X \perp Y \). Since \( \Phi \) is generated by the odd roots, it would follow that \( \Phi \) is reducible, a contradiction. Hence a partition as above is impossible. By 6.3.6, two odd roots are always equivalent. \( \square \)

6.3.8 Corollary. Let \( \alpha, \beta \) be outward. Then \( (\alpha, w^n \beta) \to \infty \) as \( n \to \infty \) or \( n \to -\infty \).

Proof. By 6.3.3, there exists \( m > 0 \) such that \( (\alpha, w^m \alpha) > 1 \). So \( \alpha < w^m \alpha \). By applying 6.2.2 inductively to the sequences \( \alpha < w^m \alpha < w^{(n+1)m} \alpha \), we find that \( (\alpha, w^{nm} \alpha) \to \infty \) as \( n \to \infty \). It is enough to show that for all \( r \in \mathbb{N} \) we have \( (\alpha, w^{nm+r} \beta) \to \infty \) as \( n \to \infty \) — the case \( n \to \infty \) follows by interchanging \( \alpha \) and \( \beta \). Fix such an \( r \). Note \( \text{Pc}(w^m) = W \), since \( \text{Pc}(w^m) \supset \text{Pc}(w^{nm}) = \text{Pc}(w) = W \). By applying 6.3.7 and 6.3.1 to \( w^n \) instead of \( w \) and the \( w^m \)-outward roots \( \alpha \) and \( w^r \beta \), we find that \( \alpha < w^{km+r} \beta \) for some \( k \in \mathbb{Z} \). By 6.2.3 applied to the sequence \( \alpha < w^{nm} \alpha < w^{(n+k)m+r} \beta \), we find \( (\alpha, w^{(n+k)m+r} \beta) \geq (\alpha, w^{nm} \alpha) \to \infty \) as \( n \to \infty \). \( \square \)

6.3.9 Corollary. Let \( \alpha, \beta \) be outward. Then \( w^{-n} \alpha < \beta < w^n \alpha \) for almost all \( n \in \mathbb{N} \).

Proof. This follows from 6.3.8 and 6.3.1. \( \square \)

6.3.10 Corollary. We have \( [Z(w) : w^2] < \infty \).
Proof. Recall the set $\text{Out}(w)$ of outward roots. The group $Z(w)$ permutes the finite set $w^{\mathbb{Z}} \backslash \text{Out}(w)$. Let $G$ be the kernel of this action. Thus, $|Z(w) : G| < \infty$. We will prove $G = w^{\mathbb{Z}}$. Let $g \in G$. Choose any outward root $\alpha$. By multiplying $g$ by a power of $w$, we may suppose $g\alpha = \alpha$. Let $\beta$ be an outward root and write $g\beta = w^{k}\beta$. We have for all $n \in \mathbb{Z}$:

$$(\alpha, w^{n}\beta) = (g\alpha, gw^{n}\beta) = (\alpha, w^{n}g\beta) = (\alpha, w^{n+k}\beta).$$

By 6.3.8 however, $(\alpha, w^{n}\beta)$ is unbounded. Thus $k = 0$, whence $g\beta = \beta$. Since the outward roots span $E$, it follows that $g = 1$. □

The above proof in fact shows that the $Z(w)/w^{\mathbb{Z}}$-action on $w^{\mathbb{Z}} \backslash \text{Out}(w)$ is faithful.

Corollary 6.3.10 was subsequently used in [15], [16], [18].

In the proof of the following theorem, the root basis $E/E^\perp$ is used once again.

**6.3.11 Theorem.** Let $F$ denote the set of $w$-periodic roots. Then $F$ is a finite parabolic root subsystem of $\Phi$.

**Proof.** As in the proof of 6.3.3, we may assume $E$ to be non-degenerate and spanned by the odd roots. We will prove that for every periodic root $\alpha$ and odd root $\beta$, we have $|(\alpha, \beta)| < 1$. Suppose the contrary. We may assume $\beta$ to be outward and $\alpha < \beta$ — see 1.4.7(b). Choose any point $x \in A(\alpha)$. Let $k > 0$ be such that $w^{k}\alpha = \alpha$. Let $n > 0$ be such that $w^{kn}x \in A(-\beta)$. Then $w^{kn}x \in A(-\alpha)$. Hence $x \in A(-w^{-kn}\alpha) = A(-\alpha)$, a contradiction. We conclude $|(\alpha, \beta)| < 1$. Since $E$ is non-degenerate and the odd roots span $E$, the set $F$ is bounded. Since $F$ is discrete by 5.7.1, it is finite.

It is easy to see that $F$ is a root subsystem and that $F = \text{Span}(F) \cap \Phi$. By 3.2.3, $F$ is a parabolic root subsystem of $\Phi$. □

**6.3.12 Corollary.** Let $W$ be a Coxeter group. Then there exists a constant $N = N(W)$ such that for all $w \in W$ and every $w$-periodic root $\alpha$, we have $w^{N}\alpha = \alpha$. The constant $N$ may be taken to be the least common multiple of the orders of elements of $N_{O(E_I)}(W_I)$ for all spherical $I \subset S$.

**Proof.** Let $\alpha$ be $w$-periodical. By 5.8.5, we have either $\alpha \perp \Phi_{\text{odd}}$ or $\alpha \in \Phi_{\text{odd}}$. First, suppose $\alpha \perp \Phi_{\text{odd}}$. Since $\text{Pc}(w) = \text{Pc}^{\infty}(w) \times \text{Pc}^{0}(w)$ (5.8.7) and $\text{Pc}^{0}(w)$ is a finite parabolic subgroup (5.7.6), we have $w^{N} \in \text{Pc}^{\infty}(w)$. Hence $w^{N}\alpha = \alpha$.

Next, suppose $\alpha \in \Phi_{\text{odd}}$. Let $P$ be the component of $\text{Pc}^{\infty}(w)$ containing $\alpha$. We may suppose $P$ to be standard parabolic, say $P = W_{J}$. Let $\overline{w}$ denote the projection of $w$ on $W_{J}$. Note that $W_{J}$ is infinite, by 5.8.7. We consider separately the cases of $W_{J}$ affine or non-affine.

If $W_{J}$ is affine, let $T \subset W_{J}$ be the translation subgroup. Then $W_{I}/T \cong W_{I}$ for some $I \subset J$. Let $\pi: W_{J} \to W_{I}$ be the projection. Then $(\pi \overline{w})^{N} = 1$, because $\pi \overline{w} \in W_{I} \subset N_{O(E_I)}(W_I)$.
Hence $\bar{w}^N$ is a translation. Since $\alpha$ is $\bar{w}$-periodic, we must have $\bar{w}^N\alpha = \alpha$, whence $w^N\alpha = \alpha$.

Now suppose $W_J$ to be non-affine. Note $W_J = \text{Pc}(\bar{w})$. Hence, by 6.3.11, the set of $\bar{w}$-periodic roots in $\Phi_J$ is a finite parabolic root subsystem of $\Phi_J$, say $\Phi_I$, $I \subset J$. Since $w|_{E_I} \in N_{O(E_I)}(W_I)$ we find $w^N\alpha = \alpha$. □

6.4 First solution to the conjugacy problem

In the following results 6.4.1, 6.4.2 and 6.4.3, we suppose $W$ to be irreducible, infinite, non-affine.

The following lemma says that two odd walls cannot be too far from being parallel in some sense. Recall $c := \max(2, \#\{ (\alpha, \beta) \mid \alpha, \beta \in \Phi \} \cap (-1,1))$.

6.4.1 Lemma. There exists a constant $N = N(W)$ such that the following holds. Let $w \in W$ with $\text{Pc}(w) = W$. Let $\alpha, \beta$ be two $w$-outward roots, and let $x, y \in Q(w)$, $n \in \mathbb{Z}$ be such that $\alpha$ and $\beta$ separate $x$ from $wx$, $\alpha$ separates $y$ from $wy$ and $\beta$ separates $w^ny$ from $w^{n+1}y$, as is shown in Figure 9. (Separation need not be strict.) Then $|n| \leq N$. More precisely, $N$ may be taken to be $(c + 2)^r + r$.

Proof. We may assume $n \geq 0$. Now for every $k$ with $1 \leq k \leq n - 1$, we have $x \in K(\alpha) \cap K(-w^{-k}\beta)$, $wy \in K(-\alpha) \cap K(w^{-k}\beta)$. Since $\alpha$ and $\beta$ are outward, $K(\alpha) \cap K(w^{-k}\beta)$ and $K(-\alpha) \cap K(-w^{-k}\beta)$ are non-empty as well. By 1.4.7(b), it follows that either $|\langle \alpha, w^{-k}\beta \rangle| < 1$ or $\alpha = \pm w^{-k}\beta$. Thus, $|\langle \alpha, w^{-k}\beta \rangle| \leq 1$. Write $\alpha, w^{-k}\beta = a_k$. Consider the $r$-tuples $(a_{m+1}, \ldots, a_{m+r})$ where $1 \leq m + 1$, $m + r \leq n - 1$. These $r$-tuples are different because $(a_k)$ is not periodic, by 6.3.8. Thus, the number of $r$-tuples equals $n - r \leq (c + 2)^r$, whence $n \leq (c + 2)^r + r$. □

The following result roughly says that ‘slices’ of $Q(w)$ have diameter $O(\ell(w))$ if $\text{Pc}(w) = W$.

6.4.2 Theorem. There exists a constant $N = N(W)$ such that the following holds. Let $w \in W$ be such that $\text{Pc}(w) = W$. Let $x, y \in Q(w)$ and suppose that there exists an odd root separating $x$ from $wx$ and $y$ from $wy$. Then $d_\Phi(x, y) \leq N \ell(w)$. 

Figure 9: Illustration for 6.4.1
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\caption{Illustration for 6.4.1}
\end{figure}
Proof. Let $\alpha$ be an odd root separating $x$ from $wx$ and $y$ from $wy$. We start by showing that $d_\Phi(x, y)$ equals the number of outward roots strictly separating $x$ from $y$ plus a bounded number. By 6.3.11, the number of periodic roots is bounded by $\max\{\#\Phi_I \mid I \subset S\}$ spherical. There are no even roots separating $x$ from $y$ because if $\beta$ is even then either $H(\beta)$ or $H(-\beta)$ contains $Q(w)$ and hence $x$ and $y$. Finally, there are only boundedly many roots non-strictly separating $x$ from $y$. Thus, one needs only bound the number of outward roots strictly separating $x$ from $y$.

Let $\beta$ be such a root. Let $k, \ell$ be integers such that $\beta$ separates $w^kx$ from $w^{k+1}x$ and $w^\ell y$ from $w^{\ell+1}y$. Here, separation need not be strict. Applying 6.4.1 to $\alpha$ and $w^{-k}\beta$ shows

$$|k - \ell| \leq N_0 := (c + 2)^r + r. \quad (11)$$

We will now show

$$\left(\frac{k + 1}{2}\right)\left(\frac{\ell + 1}{2}\right) < 0. \quad (12)$$

First suppose $k, \ell \geq 0$. Then $x, y \in K(\beta)$, contradicting the assumption that $\beta$ strictly separates $x$ from $y$. Similarly, it is disproved that $k, \ell < 0$, which proves (12). From (11) and (12), it follows that $k$ and $\ell$ are bounded, and more precisely $-N_0 \leq k \leq N_0 - 1$. Thus, $\beta$ separates $w^{-N_0}x$ from $w^{N_0}x$. We conclude

$$d_\Phi(x, y) \leq 2N_0 r(w) + \text{a bounded number} = O(\ell(w)). \quad \square$$

6.4.3 Lemma. There exists an algorithm that, given $w \in W$ with $Pc(w) = W$, and $w$-outward roots $\alpha, \beta$ separating $1$ from $w$, determines the smallest integer $n$ such that $\alpha \leq w^n\beta$. If $\alpha$ and $\beta$ have linear depth, then the complexity is quadratic.

Proof. Note $n \geq 0$. Thus, one algorithm runs by simply trying $n = 0, 1, \ldots$, using 1.4.7(d) to decide whether $\alpha \leq w^n\beta$. The smallest $n$ satisfying this is what we look for. By an argument similar to 5.3.2, $n$ is bounded. For each $n$, quadratic time is needed, whence the complexity is quadratic. $\square$

6.4.4 Theorem. Coxeter groups have polynomial time conjugacy problem, with exponent $r + 3 = \#S + 3$.

Proof. The algorithm is as follows. Let $v, w \in W$. By 5.10.9, compute the parabolic closures of $v$ and $w$. By 3.1.13, it is enough to solve the conjugacy problem for the case $Pc(v) = Pc(w) = W$. We may suppose $W$ to be irreducible and infinite. By 4.2.1, we may suppose $W$ to be non-affine. Choose a non-degenerate root basis for $W$ — see 6.1.3. By 5.10.6, compute points $x \in Q(w), z \in Q(v)$ of linear depth. By conjugating $v$ and $w$, we may suppose $x, z \in \mathcal{C}$. Compute the canonical $v$-odd and $w$-odd roots by 5.10.5. Let $\alpha_1, \ldots, \alpha_k (k \leq r)$ be a basis of $E$ consisting of $v$-outward roots, and suppose that $\alpha_1$ separates $z$ from $vz$. Let $\beta_1, \ldots, \beta_n (n = r(w))$ denote the $w$-outward roots separating $x$ from $wx$ and with $x \in H(\beta_i)$. The algorithm so far takes cubic time. If some $\beta_i$ separates $w^m$ from $w^{m+1}$ for some $m$, then $m$ is bounded. The same may be supposed to hold for the $\alpha_i$. Hence, in $O(\ell(w)^2n^3) = O(\ell(w)^4)$ time, we can compute the smallest integers $p(i, j), q(i, j)$ such that $\alpha_i \leq w^{p(i, j)}\alpha_j$, $\beta_i \leq w^{q(i, j)}\beta_j$ by 6.4.3.
We postpone the continuation of the algorithm for a theoretical observation. If $v$ and $w$ are conjugate, then there exists $g$ with $gvg^{-1} = w$ and $g\alpha_1 = \beta_i$ for some $i$, after multiplying $g$ at the left by a suitable power of $w$. Let $X$ denote the set of injective maps $\phi_i \colon \{v^z \alpha_i \mid i = 1, \ldots, k\} \to w^Z \setminus \text{Out}(w)$. Each $g \in W$ with $gvg^{-1} = w$ induces an element of $X$. We will show that $g$ is determined by its image in $X$, and the condition that there exists $i$ with $g\alpha_1 = \beta_i$. Let $m, j$ be such that $m > 1$ and $g^m g= w^j \beta_j$. Since $p(1, m)$ is the smallest integer with $\alpha_1 \leq v^{p(1, m)} \alpha_m$, and $q(i, j)$ is the smallest integer with $g\alpha_1 = \beta_i \leq w^{q(i, j)} \beta_j$, we must have $g\alpha_m = w^{q(i, j) - p(1, m)} \beta_j$. This determines $g$, because $E$ is spanned by the $\alpha_m$.

Thus, the algorithm may be continued as follows. For each $\phi \in X$, do the following. Compute $A \in \text{End}(E)$ such that

1. $A\alpha_1 = \beta_k$ where $\phi(v^z \alpha_1) = w^z \beta_k$.
2. If $\phi(v^z \alpha_1) = w^z \beta_j$ ($m > 1$) then $A\alpha_m = w^{q(i, j) - p(1, m)} \beta_j$.

Next, check whether $Av = wA$. It may also be checked whether $A \in O(E, (\cdot, \cdot))$. This is not necessary but may speed up the algorithm. If one of these conditions is not fulfilled, $A$ is left from consideration. Now, one must decide whether or not $A \in W$, where $W$ is viewed as a subgroup of $\text{GL}(E)$. Suppose $A \in W$. Write $y = Az \in AQ(v) = Q(w)$. Note that $A\alpha_1$ separates $x$ from $wx$ and $y$ from $wy$. By 6.4.2, $\ell(A) \leq M := N \ell(w)$ for some (known) constant $N$. This shows how to decide whether $A \in W$. Namely, compute $A = A_0, A_1, \ldots$ which are defined by $A_{i+1} = sA_i$, where $s \in S$ such that $\{A_i, C, e_s\} \subset R_{<0}$. Then $A \in W$ if and only if for some $i \leq M$, we have $A_i = I$.

Now $v$ and $w$ are conjugate if and only if for at least one $\phi \in X$, we have $AvA^{-1} = w$ and $A \in W$. Note $\#X = n(n-1)(n-2)\cdots(n-k+1) \leq n^k = r(w)^k \leq \ell(w)^r$. Since checking one $A$ takes cubic time (compare 5.10.4), the algorithm has polynomial complexity of degree $\max(4, r + 3)$ and hence $r + 3$ (if $4 > r + 3$, then the theorem is trivial).

6.4.5 Remark. The complexity of the algorithm of 6.4.4 depends (not only theoretically but also in practice) on the constant of 6.4.2, namely, in the process of deciding whether $A \in W$. This constant is very large. This is an important practical disadvantage of 6.4.4.

6.4.6 Lemma. Let $G = \mathbb{Z}^n \rtimes F$ be the semi-direct product of $\mathbb{Z}^n$ and a finite group $F$ acting on $\mathbb{Z}^n$. Let $\ell$ be the length function with respect to some finite generating subset of $G$. Then there exists a constant $N$ such that if $v, w \in W$ are conjugate, then there exists $g \in W$ with $gvg^{-1} = w$ and $\ell(g) \leq N(\ell(v) + \ell(w))$.

Proof. The proof goes along the same lines as 4.2.1, and is left to the reader. □

The following corollary obviously suggests an algorithm solving the conjugacy problem. However, this solution is exponential in general. We include the corollary because of interest in its own. The proof is similar to that of 6.4.4.

6.4.7 Corollary. Let $W$ be a (finite rank) Coxeter group. Then there
exists a constant $N$ such that if $v, w \in W$ are conjugate, then there exists $g \in W$ with $gvg^{-1} = w$ and $\ell(g) \leq N(\ell(v) + \ell(w))$.

**Proof.** Let $v, w \in W$ be conjugate. Since $d_\Phi(C, Q(w)) = O(\ell(w))$ by 5.6.7, we may assume, after conjugating $w$ by a linearly bounded element, that $\overline{C} \cap Q(w) \neq \emptyset$. The proof of 5.10.9 shows that after conjugating $w$ by a bounded element, there exists a general point in $Q^*(w) \cap \overline{C}$. By 5.8.9, $Pc(w)$ is a standard parabolic subgroup. Suppose similarly that $Pc(v)$ is a standard parabolic subgroup. Since $v, w$ are conjugate, so are their parabolic closures. After conjugating $w$ by a bounded element, we may assume that $v$ and $w$ are conjugate in $W_I$. We have reduced the theorem to the case where $Pc(v) = Pc(w) = W$ and $W$ irreducible.

If $W$ is finite, the result is trivial. If $W$ is affine, the result is a special case of 6.4.6. Thus, let us suppose $W$ is infinite and non-affine. As in the beginning of this proof, conjugate $v$ and $w$ by linearly bounded elements such that there are elements $x \in \overline{C} \cap Q(w)$, $z \in C \cap Q(v)$. Let $g \in W$ be such that $gvg^{-1} = w$. Let $\alpha$ be any odd root separating $x$ from $wx$. After multiplying $g$ at the left by a suitable power of $w$, the root $\alpha$ also separates $y := gz$ from $wy$. By 6.4.2, it follows that for this choice of $g$, we have $\ell(g) = d_\Phi(z, gz) + O(1) = d_\Phi(x, y) + O(1) = O(\ell(w))$. \hfill $\square$

### 6.5 The greatest eigenvalue

In this subsection, we suppose $W$ to be irreducible, infinite, non-affine, $E$ non-degenerate, $\text{Span}(\Pi) = E$, and we fix $w \in W$ such that $Pc(w) = W$.

We will show in 6.5.14 that there exists $\lambda > 1$ such that $\lambda$, $\lambda^{-1}$ are simple eigenvalues of $w$, and such that $\lambda^{-1} \leq |\mu| \leq \lambda$ for each (complex) eigenvalue $\mu$ of $w$. Moreover, $U^0$ meets the sum of the two corresponding (one-dimensional) eigenspaces. The intersection, denoted by $Q_0(w)$, is analogous to the axis of a hyperbolic element of $O^+(n, 1)$.

By the theorem of Perron-Frobenius, if an element of $\text{GL}(E)$ maps a proper cone into its interior, then it has a simple real eigenvalue bounding every complex eigenvalue in absolute value. I have been looking for such a proper cone mapped by $w$ into itself, but did not find one. This does not seem to be the right way for showing the desired results. A more direct approach has proved more successful, and it will be given in this subsection. The most important ingredients are 6.3.8 $(\langle \alpha, w^n \beta \rangle) \to \infty$ as $|n| \to \infty$ whenever $\alpha$, $\beta$ are outward roots), 6.3.11 (the number of periodic roots is bounded), and the combinatorially flavoured result 6.8.1 of subsection 6.8. A ‘disadvantage’ of our technique is that we still do not know whether there exists an eigenvalue $\mu \neq \lambda$ with $|\mu| = \lambda$. Conjecturally (6.5.16), such a $\mu$ does not exist.

We use the following notation. We will write $\lambda$ for the maximum of the absolute values of the complex eigenvalues of $w$. We denote the generalized eigenspace of $w$ in $E^*$ with eigenvalue $\mu$ by $E_\mu$; it is defined by $E_\mu = \{ x \in E^* \mid (w - \mu)kx = 0 \}$ where $k$ is big enough, for example, $k = \dim E^*$. We write $E_w = E_\lambda + E_{\lambda^{-1}}$. The projections on $E_\mu$ and $E_w$ are denoted by $p_\mu$ and $p_w$, respectively.

We summarize this subsection. In 6.5.4, it is proved that $\lambda > 1$, and
It is now easy to see that

\[ 6.5.2 \text{Lemma.} \] Let 

there is a unique pair 

\[ \lambda \text{ is an eigenvalue of } w, \text{ and that } (w - \mu)E_\mu = 0 \text{ whenever } |\mu| = \lambda. \]

Theorem 6.5.10 says \( p_w(U - \{0\}) = U^0 \cap E_w. \) In 6.5.14, we show \( \dim E_\lambda = \dim E_{\lambda-1} = 1. \)

\[ 6.5.1 \text{ Definition.} \] For \( A \in \text{GL}_n(\mathbb{C}), \) define \( \rho(A) \) to be the maximum of the absolute values of the eigenvalues of \( A. \) For \( \mu \in \mathbb{C}, \) define \( \text{deg}(\mu, A) \) to be the maximum among the sizes of the Jordan blocks of \( A \) with eigenvalue \( \mu \) (and 0 if \( \mu \) is not an eigenvalue). Equivalently, \( \text{deg}(\mu, A) \) is the least \( k \geq 0 \) such that \( (A - \mu)^k x = 0 \) whenever \( (A - \mu)^{k+1} x = 0. \) We define \( \text{deg}(A) = \max\{\text{deg}(\mu) \mid \mu \in \mathbb{C}, |\mu| = \rho(A)\}. \)

We will make use of similar notations for sequences \( a_0, a_1, \ldots \) of complex numbers of the form

\[ a_n = \sum_{\mu \in \mathbb{C}^*} c_\mu(n)\mu^n, \quad (13) \]

where \( c_\mu \in \mathbb{C}[X] \) are polynomials, and almost all \( c_\mu \) are identically zero, so that the above sum is a finite sum. Such sequences are always considered in the range \( n \in \mathbb{N} \) rather than \( \mathbb{Z} \) unless stated otherwise.

We call \( \mu \) an eigenvalue of the sequence if \( c_\mu \neq 0. \) Define \( \rho(n \mapsto a_n) \) or simply \( \rho(a_n) \) to be the maximum of the absolute values of the eigenvalues of \( a_n. \) We define \( \text{deg}(n \mapsto a_n) \) or simply \( \text{deg}(a_n) \) to be the degree of \( c_\mu \) plus 1 (the degree of the zero polynomial being \( -1 \)). Finally, \( \text{deg}(a_n) = \max\{\text{deg}(\mu, n \mapsto a_n) \mid \mu \in \mathbb{C}, |\mu| = \rho(a_n)\}. \)

\[ 6.5.2 \text{ Lemma.} \] Let \( (a_n) \) be a non-zero sequence of the form \( (13). \) Then there is a unique pair \( (\mu, d) \in \mathbb{R}_{>0} \times \mathbb{Z}_{>0} \) such that

\[ \limsup_{n \to \infty} \frac{|a_n|}{n^{d-1}|\mu|^n} \in \mathbb{R}_{>0}. \]

It is \( \mu = \rho(a_n) \) and \( d = \text{deg}(a_n). \)

**Proof.** Unicity is easy and left to the reader.

Existence. Let \( \mu = \rho(a_n), d = \text{deg}(a_n). \) It is easy and left to the reader to show that the limsup is not infinite. We must show that the limsup is non-zero.

Let \( \mu_0 \in \mathbb{C}^* \) be such that \( |\mu_0| = \mu \) and \( \text{deg}(\mu_0) = d. \) Choose \( p_0, \ldots, p_k \in \mathbb{C} \) such that the sequence \( b_n \) defined by

\[ b_n = p_0a_n + p_1a_{n+1} + \cdots + p_ka_{n+k} \]

has no eigenvalues \( \nu \) with \( |\nu| = \mu, \nu \neq \mu_0, \) and such that \( \text{deg}(\mu_0, b_n) = d. \)

It is now easy to see that

\[ \limsup_{n \to \infty} \frac{|b_n|}{n^{d-1}|\mu|^n} \neq 0. \]

It follows that the limsup with \( a_n \) is non-zero too. \( \square \)

\[ 6.5.3 \text{ Lemma.} \] Let \( (a_n) \) be a sequence of the form \( (13). \) Let \( \mu = \rho(a_n) \) and \( d = \text{deg}(a_n). \) If \( a_n > 0 \) for all \( n, \) then \( d = \text{deg}(\mu). \)

**Proof.** Recall that \( P[X] \) denotes the set of nonzero polynomials in \( \mathbb{R}[X] \) whose coefficients are nonnegative. By 5.6.8, there exists \( f \in P[X] \) such
that for every eigenvalue $\lambda \not\in \mathbb{R}_{>0}$, the polynomial $(X - \lambda)^{\deg(c_{\lambda}) + 1}$ divides $f$. Write $f = p_0 + p_1 X + \cdots + p_k X^k$. Then the sequence $(b_n)_n$ defined by
\[ b_n = p_0 a_n + p_1 a_{n+1} + \cdots + p_k a_{n+k} \]
has only eigenvalues in $\mathbb{R}_{>0}$. Since all $a_n, p_i \geq 0$, we have, by the existence part of 6.5.2
\[ \limsup_{n \to \infty} \frac{|b_n|}{n^{d-1} \mu^n} \in \mathbb{R}_{>0}. \]
Since all eigenvalues of $b_n$ are in $\mathbb{R}_{>0}$, it follows by the unicity part of 6.5.2 that $d = \deg(\mu, b_n)$, whence $d = \deg(\mu, a_n)$. \qed

6.5.4 Lemma.

(a) $\lambda > 1$.

(b) Let $\alpha, \beta$ be two outward roots. Then $\lambda$ is an eigenvalue of the sequence $(\alpha, w^n \beta)$. In particular, $\lambda$ is an eigenvalue of $w$.

(c) $\deg(w) = 1$.

Proof. (a). Choose any outward root $\alpha$. By 6.3.7, there exists $m > 0$ such that $(\alpha, w^m \alpha) > 1$, say $(\alpha, w^m \alpha) = (\mu + \mu^{-1})/2$, $\mu > 1$. By applying 6.2.2 inductively to the sequences $\alpha < w^m \alpha < w^{(n+1)m} \alpha$, we find $(\alpha, w^{nm} \alpha) \geq (\mu^n + \mu^{-n})/2$. This shows $\rho(w) \geq \mu^{1/m} > 1$.

(b). For outward roots $\alpha, \beta$, write
\[ \lambda_{\alpha \beta} = \rho(n \mapsto (\alpha, w^n \beta)), \quad d_{\alpha \beta} = \deg(n \mapsto (\alpha, w^n \beta)). \]
First, we will show that $\lambda_{\alpha \beta}$ and $d_{\alpha \beta}$ do not depend on $\alpha, \beta$. Let $\alpha, \beta, \alpha', \beta'$ be outward. Then there are $k, \ell \in \mathbb{Z}$ such that $\alpha < w^k \alpha'$ and $w^\ell \beta' < \beta$ by 6.3.9. For big $n$, we have
\[ \alpha < w^k \alpha' < w^{\ell+n} \beta' < w^n \beta. \]
By applying 6.2.3 twice, we have
\[ (\alpha, w^n \beta) \geq (w^k \alpha', w^{\ell+n} \beta') = (\alpha', w^{\ell+n-k} \beta'). \quad (14) \]
By 6.3.8 we may write for big $n$
\[ (\alpha, w^n \beta) = (a_n + a_n^{-1})/2, \quad (\alpha', w^n \beta') = (b_n + b_n^{-1})/2, \quad a_n, b_n > 1. \]
By (14) we have
\[ a_n \geq b_{\ell+n-k}. \quad (15) \]
By 6.5.2, it follows that $\lambda_{\alpha \beta} \geq \lambda_{\alpha' \beta'}$, and, by symmetry, all $\lambda_{\alpha \beta}$ are equal. By combining (15) and 6.5.2 again, it follows that all $d_{\alpha \beta}$ are equal.

Since $E$ is non-degenerate, and the outward roots span $E$, there exist $\alpha, \beta$ with $\lambda_{\alpha \beta} = \lambda$. Since $(\alpha, w^n \beta) > 0$ for $n$ big, 6.5.3 implies that $\lambda$ is an eigenvalue of the sequence $(\alpha, w^n \beta)$.

(c). Let $\alpha$ be an outward root. By 6.3.8, almost all $n \in \mathbb{N}$ satisfy $(\alpha, w^n \alpha) > 1$. It follows that almost all $n \in \mathbb{N}$ satisfy $(\alpha, w^k n \alpha) > 1$ for all $k > 0$; let $L$ be the set of such $n$.

For $n \in L$, define $c_n$ by $(\alpha, w^n \alpha) = (c_n + c_n^{-1})/2$, $c_n > 1$. As in the proof of (a), one finds $(\alpha, w^n k \alpha) \geq (c_n^k + c_n^{-k})/2$ for all $k \geq 1$. On writing $d = \deg(w)$, we have
\[ \limsup_{k \to \infty} \frac{c_n^k}{2(nk)^{d-1} \lambda^{nk}} \leq \limsup_{k \to \infty} \frac{|(\alpha, w^nk \alpha)|}{(nk)^{d-1} \lambda^{nk}} \leq \limsup_{n \to \infty} \frac{|(\alpha, w^n \alpha)|}{n^{d-1} \lambda^n} < \infty. \]
Hence $c_n \leq \lambda^n$ for all $n \in L$. It follows that
\[
\limsup_{n \to \infty} \frac{|(\alpha, w^n \alpha)|}{n \lambda^n} \leq \limsup_{n \to \infty} \frac{\lambda^n + \lambda^{-n}}{2n \lambda^n} = 0,
\]
whence, by 6.5.3, $d_{aa} = 1$. Since all $d_{a\beta}$ are equal, it follows that $\deg(w) = 1$, which finishes the proof of (c). \qed

In words, 6.5.4(c) says that the generalized eigenspace $E_\mu$ in $E^*$ of $w$ with eigenvalue $\mu$ is in fact the eigenspace, if $|\mu| = \lambda$. The rest of this subsection is devoted to proving that $\dim E_\lambda = 1$.

6.5.5 Lemma. Let $A \in O(k, \ell)$, and let $E_\mu$ denote the generalized eigenspace of $A$ with eigenvalue $\mu$. Then the following hold.

(a) If $\mu \nu \neq 1$ then $E_\mu \perp E_\nu$.

(b) The bilinear form $(\cdot, \cdot)$ defines a pairing $E_\mu \times E_{\mu^{-1}} \to \mathbb{R}$ if $\mu^2 \neq 1$.

(c) For every $\mu \in \mathbb{C}^*$, the vector spaces $E_\mu$ and $E_{\mu^{-1}}$ have equal dimensions.

Proof. (a). Let $x \in E_\mu$, $y \in E_\nu$ be a counterexample, such that $k + \ell$ is minimal, where $(A - \mu)^k x = (A - \nu)^\ell y = 0$. Then, using minimality,
\[
(x, y) = (Ax, Ay) = ((Ax - \mu x) + \mu x, Ay)
\]
\[
= \mu(x, Ay) = \mu(x, (Ay - \nu y) + \nu y) = \mu \nu (x, y),
\]
whence $(x, y) = 0$. This is the desired contradiction. Part (b) follows from (a), and the fact that $(\cdot, \cdot)$ is non-degenerate. Part (c) is an immediate consequence of (b). \qed

By 6.5.5(c), $E_\mu$ and $E_{\mu^{-1}}$ have equal dimensions, for all $\mu$. Hence, $\lambda^{-1}$ is an eigenvalue of $w$, and every eigenvalue $\mu$ satisfies $\lambda^{-1} \leq |\mu| \leq \lambda$.

6.5.6 Lemma. Let $x \in U - \{0\}$, and let $\alpha$ be an outward root. Then $\lambda$ is an eigenvalue of the sequence $\langle x, w^n \alpha \rangle$.

Proof. Since $x \neq 0$, there exists an outward root $\beta$ such that $\langle x, \beta \rangle \neq 0$. For $k > 0$ big enough we have $\langle x, w^k \beta \rangle \geq 0$. We cannot have equality for all big $k > 0$, because this would contradict $\langle x, \beta \rangle \neq 0$. Hence there exists $k$ such that $\langle x, w^k \beta \rangle > 0$. For big $n$, we have $w^k \beta < w^n \alpha$ by 6.3.9, say $(w^k \beta, w^n \alpha) = (a_n + a_n^{-1})/2$, $a_n > 1$. By 1.4.7(c), we find
\[
\langle x, w^n \alpha \rangle \geq a_n \langle x, w^k \beta \rangle.
\]
From 6.5.4(b), it follows that $\rho(n \mapsto \langle x, w^n \alpha \rangle) = \rho(n \mapsto a_n) = \lambda$. Since $\langle x, w^n \alpha \rangle > 0$ for $n$ big enough, 6.5.3 implies that $\lambda$ is an eigenvalue of the sequence $\langle x, w^n \alpha \rangle$. \qed

6.5.7 Lemma. For all $x \in U - \{0\}$, the points $p_\lambda(x)$ and $p_{\lambda^{-1}}(x)$ are non-zero.

Proof. This follows immediately from 6.5.6, applied to $w$ and $w^{-1}$. \qed

6.5.8 Lemma. On writing $r = \#S$, we have
\[
(1 + w + \cdots + w^{r-1})(U - \{0\}) \subset U^0.
\]
Proof. Let \( x \in U - \{0\} \). Let \( H = (w^2 x)' \). Then \( H \) is a parabolic subgroup, normalized by \( w \). Since \( \text{Pc}(w) = W \), we find \( \text{Pc}(N(H)) = W \). By 6.8.1, either \( H \) is finite or \( H = W \). In the latter case, \( x = 0 \) because \( E \) is spanned by \( \Pi \), a contradiction. Hence \( H \) is finite. Note that \( H = \{ x, wx, \ldots, w^{r-1}x \}' \). By 2.1.2, the cone \( X \) spanned by \( \{ x, wx, \ldots, w^{r-1}x \} \) contains a point \( y \) such that \( y' = H \). By 2.2.5, \( y \in U^0 \). By multiplying \( y \) by a scalar and adding another point of \( X \), we find \((1 + w + \cdots + w^{r-1}) x \in U^0 \). \( \square \)

We recall the notation \( E_{>0} \) for the sum of the generalized eigenspaces in \( E^* \) of \( w \) with positive real eigenvalues. Since \( \text{deg}(w) = 1 \) by 6.5.4(c), we have \( p_\lambda(x) = \lim_{n \to \infty} w^n x / \lambda^n \) for all \( x \in E_{>0} \). Applying this result to \( w^{-1} \) as well, we find

\[
p_w(x) = \lim_{n \to \infty} (w^n x + w^{-n} x) / \lambda^n \quad \text{for all } x \in E_{>0}.
\]  

(16)

6.5.9 Lemma. We have \( p_w(Q_1(w)) \subset U - \{0\} \).

Proof. Let \( x \in Q_1(w) \). Write \( x_n = w^n x + w^{-n} x \). Since \( x \in Q_1(w) \subset E_{>0} \), we have (16) \( p_w(x) = \lim_{n \to \infty} x_n / \lambda^n \). The proof will be finished if we show that \( d_{\alpha}(x, x_n) \) is bounded as \( n \to \infty \), since then \( \{ x_1, x_2, \ldots \} \) is contained in the union \( X \) of finitely many facets, whence \( p_w(x) \in \overline{X} \subset U \), and \( p_w(x) \neq 0 \) by 6.5.7.

Since \( Q_1(w) \) is convex by 5.6.2, we have \( x_n \in Q_1(w) \) for all \( n \). A root \( \alpha \) separating \( x \) from \( x_n \) is never even, because if \( \alpha \) were even and, say, supporting, then \( x, x_n \in Q_1(w) \subset Q(w) \subset H(\alpha) \). There are only finitely many periodic roots, by 6.3.11, so we need only consider odd roots. (In fact, periodic roots do not separate \( x \) from \( x_n \), but we do not need this.) Let \( \alpha \) be outward. Since \( x \in E_{>0} \) and \( \text{deg}(w) = 1 \) (6.5.4(c)), there exist \( a, b, M, \mu, \varepsilon_k \in \mathbb{R} \) such that \( 1 < \mu < \lambda \), and for all \( k \in \mathbb{Z} \),

\[
\langle x, w^k \alpha \rangle = a \lambda^k - b \lambda^{-k} + \varepsilon_k \mu^{|k|}, \quad |\varepsilon_k| \leq M.
\]  

(17)

We will show that if \( w^k \alpha \) separates \( x \) from \( x_n \), then

\[
|a \lambda^k - b \lambda^{-k}| \leq 2 M |\mu|^{|k|}.
\]  

(18)

We have \( x \in Q(w) \subset U^0 \) so \( x \neq 0 \). By 6.5.7, \( a, b \neq 0 \). Since \( \alpha \) is outward, we have \( a, b > 0 \). We have

\[
\langle x_n, w^k \alpha \rangle = \langle w^n x + w^{-n} x, w^k \alpha \rangle = \langle x, w^{kn} \alpha + w^{-kn} \alpha \rangle = (a \lambda^{kn} - b \lambda^{-kn} + \varepsilon_{kn} \mu^{|kn|} + (a \lambda^{kn} - b \lambda^{-kn} + \varepsilon_{kn} \mu^{|kn|})
\]

\[
= (\lambda^n + \lambda^{-n}) (a \lambda^k - b \lambda^{-k}) + 2 \varepsilon |\mu^{|n|+|k|}|, \quad |\varepsilon| \leq M.
\]  

(19)

If \( w^k \alpha \) separates \( x \) from \( x_n \), then \( \langle x, w^k \alpha \rangle \) or \( \langle x_n, w^k \alpha \rangle \) has different sign than \( a \lambda^k - b \lambda^{-k} \). In the first case, we find from (17)

\[
|a \lambda^k - b \lambda^{-k}| \leq M |\mu|^{|k|},
\]

whereas the latter yields by (19)

\[
|a \lambda^k - b \lambda^{-k}| \leq \frac{2 M |\mu^{|n|+|k|}|}{\lambda^n + \lambda^{-n}} \leq 2 M |\mu|^{|k|},
\]
and either case implies (18). Since (18) has only finitely many solutions in $k$, the number of roots of the form $w^k\alpha$ separating $x$ from $x_n$ is bounded as $n \to \infty$. Since the number of $w^2$-orbits of odd roots is finite, $d_{\Phi}(x, x_n)$ is bounded as $n \to \infty$, as promised.

**6.5.10 Theorem.** We have $p_w(U - \{0\}) = U^0 \cap E_w \subset Q_1(w)$.

**Proof.** Let $f \in P[X]$ be a polynomial such that all eigenvalues of $f(w)$ are in $\mathbb{R}_{\geq 0}$ (see 5.6.9), and such that $1 + X + \cdots + X^{N-1}$ divides $f$, where $N$ is the constant of 5.6.5. Let $g = f(X)f(X^{-1})$, $h = g(X)/g(\lambda)$. Since $h(\lambda) = h(\lambda^{-1}) = 1$ and $\deg(w) = 1$, we have $p_w = p_w \circ h(w) = h(w) \circ p_w$. We will show

$$h(w)(U - \{0\}) \subset Q_1(w). \quad (20)$$

Let $x \in U - \{0\}$. Write $h = pq$ where $q = 1 + X + \cdots + X^{r-1}$. By 6.5.8, we have $q(w)x \in U^0$. Moreover, $h(w)x \in Q_2(w)$ because $1 + X + \cdots + X^{N-1}$ divides $p$ (see 5.6.5). We even have $h(w)x \in Q_1(w)$, since all eigenvalues of $h(w)$ are in $\mathbb{R}_{\geq 0}$. This concludes the proof of (20).

Now we will prove the theorem. The inclusion $p_w(U - \{0\}) \supset U^0 \cap E_w$ is trivial. As to the reverse inclusion, we have

$$p_w(U - \{0\}) = h(w) \circ p_w \circ h(w)(U - \{0\}) \subset h(w) \circ p_w Q_1(w) \subset \mathbb{R}_{\geq 0}, \quad (20)$$

and clearly $p_w(U) \subset E_w$. We have shown $p_w(U - \{0\}) = U^0 \cap E_w \subset Q_1(w)$. □

**6.5.11 Definition.** We define $Q_0(w) = p_w(U - \{0\})$. Thus, by 6.5.10, we have $Q_0(w) = U^0 \cap E_w = p_w(U^0)$ and $Q_0(w) \subset Q_1(w)$.

Let $C(w)$ denote the conjugacy class of $w$ in $W$.

**6.5.12 Lemma.** Let $w \in W$ be an element in a Coxeter group. Then there are only finitely many $Z(w)$-orbits of facets in $Q(w)$.

**Proof.** It is enough to prove that there are only finitely many $Z(w)$-orbits of closed chambers $gC$ meeting $Q(w)$. We have a bijection $Z(w) \setminus W \to C(w)$, $Z(w)g \mapsto g^{-1}wg$. Thus, it remains to prove that $\ell(g^{-1}wg)$ is bounded as long as $gC$ meets $Q(w)$. Let $x \in gC \cap Q(w)$. By 5.5.7, $d_{\Phi}(x,wx) = r(w)$. Hence $\ell(g^{-1}wg) = d_{\Phi}(gC, wC) \leq d_{\Phi}(gC, x) + d_{\Phi}(x,wx) + d_{\Phi}(wx,wgC) = r(w) + a$ bounded number. Hence $\ell(g^{-1}wg)$ is bounded. □

**6.5.13 Lemma.** Let $\alpha$ be an outward root. Then $Q(w) \cap K(-\alpha) \cap K(w\alpha)$ is the union of finitely many facets.

**Proof.** By 6.5.12, there are only finitely many $Z(w)$-orbits of facets in $Q(w)$. Since $[Z(w) : w^2] < \infty$, there are only finitely many $w^2$-orbits of facets in $Q(w)$. Each orbit has only a finite number of facets contained in $K(-\alpha) \cap K(w\alpha)$, by definition of outwardness, whence the result. □

**6.5.14 Theorem.** We have $\dim E_{\lambda} = \dim E_{\lambda-1} = 1$. There exist non-zero $u_1 \in E_{\lambda-1}$, $u_2 \in E_{\lambda}$ such that $Q_0(w) = \mathbb{R}_{>0}u_1 + \mathbb{R}_{>0}u_2$. 

**Proof.** Consider the set $X = p_\lambda(U^0)$. Note $0 \notin X$ by 6.5.7. We will show that $X$ is open and closed in $E_\lambda - \{0\}$.

Open. This follows from the facts that $p_\lambda: E^* \to E_\lambda$ is a surjective linear map, and that $U^0$ is open in $E^*$.

Closed. Since $p_\lambda = p_\lambda p_w$, we have

$$X = p_\lambda(U^0) = p_\lambda p_w(U^0) = p_\lambda(Q_0(w)).$$

Let $\alpha$ be an outward root. Then every $w$-orbit $w^n x$, with $x \in U^0$, meets $Y := K(-\alpha) \cap K(wa)$. Hence

$$X = p_\lambda(Q_0(w)) = p_\lambda(Z),$$

where $Z = Q_0(w) \cap Y$. By 6.5.13, and the fact that $Q_0(w) \subset Q(w)$, the set $Z$ is contained in only finitely many facets. Hence $Z \subset U$, and

$$\overline{X} = p_\lambda(\overline{Z}) \subset p_\lambda(U) = p_\lambda(U - \{0\}) \cup \{0\} = p_\lambda(U^0) \cup \{0\} \subset p_\lambda(U^0) \cup \{0\} = X \cup \{0\},$$

where in the last $\subset$, we use 6.5.10. Hence $X$ is closed in $E_\lambda - \{0\}$.

Suppose dim $E_\lambda > 1$. Then $E_\lambda - \{0\}$ is connected. Since $X \subset E_\lambda - \{0\}$ is non-empty, open and closed, we have $X = E_\lambda - \{0\}$. But this contradicts the fact that $X$ is closed under addition. Hence dim $E_\lambda = 1$. Since $X$ is a non-empty cone, there exists $u_2 \in E_\lambda - \{0\}$ such that $X = \mathbb{R}_{>0} u_2$. Similarly, $p_{\lambda^{-1}}(U^0) = \mathbb{R}_{>0} u_1$ for some $u_1$. We have $Q_0(w) = p_w(U^0) = (p_\lambda + p_{\lambda^{-1}})U^0 \subset p_\lambda(U^0) + p_{\lambda^{-1}}(U^0) = \mathbb{R}_{>0} u_1 + \mathbb{R}_{>0} u_2$. So $Q_0(w)$ is a non-empty $w$-invariant convex subset of $\mathbb{R}_{>0} u_1 + \mathbb{R}_{>0} u_2$, that is, the whole of $\mathbb{R}_{>0} u_1 + \mathbb{R}_{>0} u_2$. \hfill \Box

**6.5.15 Proposition.** Let $\alpha$ be a root. Then $Q_0(w) \subset \mu(\alpha)$ if and only if $\alpha$ is periodic.

**Proof.** ‘If’. Let $\alpha$ be periodic, and let $x \in Q_0(w)$. Then the sequence $\langle w^n x, \alpha \rangle$ has only eigenvalues $\lambda$ and $\lambda^{-1}$. But this sequence equals $\langle x, w^{-n} \alpha \rangle$, and hence has only roots of unity as eigenvalues, since $\alpha$ is periodic. Since $\lambda > 1$, we find $\langle x, \alpha \rangle = 0$.

‘Only if’. Choose any $x \in Q_0(w)$. Then all $\mu(w^n \alpha)$ contain $x$. Since there are only finitely many walls through $x$, the root $\alpha$ is periodic. \hfill \Box

By definition of $\lambda$, for every eigenvalue $\mu$ of $w$, we have $|\mu| \leq \lambda$. The following conjecture sharpens this.

**6.5.16 Conjecture.** For every eigenvalue $\mu$ of $w$ different from $\lambda$, we have $|\mu| < \lambda$. \hfill \Box

### 6.6 Removed

This subsection has been removed from the thesis, but its number is retained to ease reference.

### 6.7 Second solution to the conjugacy problem

In this subsection, unless stated otherwise, $W$ denotes an infinite, irreducible, non-affine Coxeter group, and $(E, (\cdot, \cdot), \Pi)$ an associated non-degenerate root basis with $\text{Span} \Pi = E$. 
We suppose that the root basis is defined over a real number field $K$ (see 4.7.5).

We retain the notations of subsection 6.5. Thus, if some $w \in W$ with $\text{Pc}(w) = w$ has been chosen, we write $\lambda = \rho(w)$ and $Q_0(w) = \mathbb{R}_{>0}u_1 + \mathbb{R}_{>0}u_2$, where $wu_1 = \lambda^{-1}u_1, wu_2 = \lambda u_2$.

By 6.5.15, $Q_0(w)$ is contained in a wall $\mu(\alpha)$ if and only if $\alpha$ is periodic. Call a point $x \in Q_0(w)$ \textbf{special} if it is on at least one non-periodic (necessarily odd) wall. Let $x_k = a_ku_1 + b_ku_2 (k \in \mathbb{Z})$ denote the special points on $Q_0(w)$ up to multiples, ordered in the sense that $b_k/a_k$ is strictly increasing. There exists $m = m(w) \leq \ell(w)$ such that, after replacing $x_k$ by multiples if necessary, $wx_k = x_{k+m}$.

For every $g \in W$, the cone $Q_0(w) \cap g\overline{C}$ is the convex span of two, one or no consecutive $x_k$, that is, it is $\mathbb{R}_{>0}x_k + \mathbb{R}_{\geq 0}x_{k+1} + \mathbb{R}_{>0}x_k + \emptyset$ or $\overline{C}$ for some $k$.

6.7.1 \textbf{Definition}. We define $M_0(w)$ to be the set of conjugates $g^{-1}wg$ to $w$ such that $Q_0(w) \cap g\overline{C}$ has dimension 2.

6.7.2 \textbf{Proposition}. There exists a quadratic algorithm that, when given $w \in W$ with $\text{Pc}(w) = W$, decides whether $w \in M_0(w)$.

\textbf{Proof}. Let $u_1, u_2, \lambda$ be as above. It has to be decided whether $Q_0(w) \cap \overline{C}$ has dimension 2, that is, whether there exist at least two $t \in \mathbb{R}_{>0}$ such that $\langle u_1 + tu_2, e_s \rangle \geq 0$ for all $s \in S$. This is equivalent to a fixed number of inequalities $g_i(\lambda) > 0$, where $g_1, \ldots, g_n \in K[X]$ have heights $\mathcal{O}(\ell(w))$ and bounded degrees. By 5.9.2, this can be tested in quadratic time (take $f$ to be the characteristic polynomial of $w$).

6.7.3 \textbf{Proposition}. There exists a cubic algorithm that, given $w \in W$ with $\text{Pc}(w) = W$, computes an element of $M_0(w)$.

\textbf{Proof}. The algorithm runs as follows. In cubic time, compute a point $x \in Q(w)$ of depth $\mathcal{O}(\ell(w))$, by 5.10.6. Conjugate $w$ so as to get $x \in \overline{C}$. By 5.10.5, we can compute the canonical outward roots in cubic time. Let $\alpha$ be a canonical outward root. Note that $Q_0(w) \cap \mu(\alpha) = \mathbb{R}_{>0}y$ for some $y \in U^0$. Let $y_1, \ldots, y_k$ be the coordinates of $y$ with respect to a basis of $E^*$ that was fixed in advance. We may suppose $y_i = 1$ for some $i$. Let $f$ denote the characteristic polynomial of $w$, and $\lambda$ its greatest real root. Now every coordinate $y_i$ equals a polynomial (depending on $y_i$) over $K$ in $\lambda$, of degree $\leq k$ and height $\mathcal{O}(\ell(w))$. Moreover, $d_\emptyset(y, C) = \mathcal{O}(\ell(w))$ by 6.4.2. It follows that the algorithm 1.2.4, applied to $y$, is cubic (each step is quadratic by 5.9.2, and the number of steps is linear — compare 5.10.4). This algorithm computes $g \in W$ such that $y \in g\overline{C}$. By conjugating $w$, we may suppose $y \in Q_0(w) \cap \overline{C}$. Determine $J \subset S$ such that $y \in C_J$. Then for some $h \in W_I$, we have $h^{-1}wh \in M_0(w)$. But $W_I$ is finite. By simply testing all $h \in W_I$ (in quadratic time by 6.7.2), we find an element of $M_0(w)$.

6.7.4 \textbf{Theorem}. For every (finite rank) Coxeter group, there is a cubic solution to the conjugacy problem.

\textbf{Proof}. In a way similar to 6.4.4, the problem is reduced to the case $\text{Pc}(w) = \text{Pc}(w) = W$ is irreducible, infinite, non-affine. The algorithm continues as follows. By 6.7.3, compute $g \in W$ such that $g^{-1}wg \in M_0(w)$, that is,
\[ g\overline{C} \cap Q_0(w) = \mathbb{R}_{>0}x_0 + \mathbb{R}_{>0}x_1, \] after renumbering the \( x_i \) if necessary. Thus, we have computed two consecutive special points \( x_0, x_1 \) in \( Q_0(w) \), that is, we have expressed their coordinates as polynomials (of height \( O(\ell(w)) \) and bounded degree) over \( K \) in \( \lambda \). We compute (in the same sense) \( x_2, x_3, \ldots \) as follows. Suppose \( x_n \) has been computed. Compute all \( g \in W \) such that \( x_n \in g\overline{C} \). At least one of these \( g \) has the property \( g\overline{C} = \mathbb{R}_{>0}x_n + \mathbb{R}_{>0}y \) for some \( y \) independent of \( x_n \) and independent of \( x_{n-1} \). Then \( x_{n+1} \) may be chosen to be \( y \). Computing each next \( x_n \) takes quadratic time. After computing each new \( x_n \), check whether \( x_n \in \mathbb{R}_{>0}x_0 \). If so, we have \( n = m(w) \), and we stop computing any more \( x_i \). Now it is easy to compute all of \( M_0(w) \), in \( O(m(w)\ell(w)^2) = \) cubic time. The algorithm is finished by computing one element \( x \) of \( M_0(w) \), and checking whether it is in \( M_0(w) \). This can also be done in cubic time, because \( x \) must be compared to \( \#M_0(w) = O(\ell(w)) \) elements, and each comparison takes quadratic time. \( \square \)

6.7.5 Remark. Let \( W \subset O^+(n,1) \) be a hyperbolic reflection group. The conjugacy problem for hyperbolic elements in \( W \) can be solved by the ideas of this subsection. The only point of difference may be 6.7.3.

To explain this, let us denote by \( L(w) \) the analogue to \( Q_0(w) \), that is, 
\[ L(w) = \mathbb{R}_{>0}u_1 + \mathbb{R}_{>0}u_2, \]
where \( u_1, u_2 \) are eigenvectors of \( w \) representing the fixed points at infinity. The analogue of 6.7.3 should compute \( g \in W \) such that 
\[ g\overline{D} \cap L(w) \neq \emptyset. \]
Such a \( g \) is found by choosing some \( y \in L(w) \) and then computing \( g \in W \) such that \( y \in g\overline{D} \). The algorithm is polynomial if the depth \( dp(y) \) (see page 54) is polynomial in \( \ell(w) \).

One choice of \( y \) could be the projection on \( L(w) \) of a point \( x \in D \), fixed in advance. We conjecture that \( dp(y) = O(\ell(w)) \) then. I have not proved anything in this direction. Another choice is that \( R_y \) is the intersection of \( L(w) \) with an odd wall (see section 5).

Using results of sections 5 and 6, it can then be proved that \( dp(y) = O(\ell(w)) \), analogous to 6.4.2.

6.8 Free abelian groups in Coxeter groups

The algebraic rank of a group \( G \) is defined to be the supremum of the ranks of the free abelian subgroups of \( G \), and is denoted \( \text{rk}(G) \). For Coxeter systems \((W,S)\), this should not be confused with the rank \( \#S \). In this subsection, we will compute the algebraic rank of a Coxeter group, in terms of the Coxeter matrix.

6.8.1 Lemma. Suppose \( W \) is irreducible. Let \( I \subset S \) be such that the standard parabolic closure of \( N(W_I) \) equals \( W \). Then \( I \) is spherical or \( I = S \).

Proof. Suppose \( I \) to be non-spherical. Let \( J \) be a non-spherical component of \( I \). By 3.1.9, we have \( N(W_J) = G_I \rtimes W_I \). Let \( g \in G_I \). Then \( g^{-1}\Pi_J = \Pi_K \) for some \( K \subset I \). By 3.1.3 there exists a directed path
\[ J = I_0 \xrightarrow{s_0} I_1 \xrightarrow{s_1} \cdots \xrightarrow{s_i} I_{t+1} = K \]
in \( K \) such that
\[ g = \nu(I_0, s_0) \cdots \nu(I_t, s_t). \]
The existence of \( \nu(I_0, s_0) \) implies that \( I_0 \cup \{ s_0 \} \) contains a spherical component. Since \( I_0 = J \) is infinite and irreducible, we must have \( s_0 \in J^\perp \). Hence \( I_1 = J \) and \( \nu(I_0, s_0) = s_0 \). Going on this way, we find \( g \in W_j \). We conclude \( G_I \subset W_j \), and \( N(W_I) \subset W_{I \cup J^\perp} \). Since the standard parabolic closure of \( N(W_I) \) equals \( W \) and is contained in \( W_{I \cup J^\perp} \), we find \( I \cup J^\perp = S \).

But \( J \) is a component of \( I \cup J^\perp \) so \( J = S \). Also \( J \subset I \) so \( I = S \). \( \square \)

6.8.2 Theorem. Let \( W \) be an irreducible, infinite, non-affine Coxeter group and let \( H \subset W \) be an abelian subgroup with \( \text{Pc}(H) = W \). Then \( H \) does not contain a subgroup isomorphic to \( \mathbb{Z}^2 \).

Proof. Suppose that \( A \subset H \) is a subgroup isomorphic to \( \mathbb{Z}^2 \). Let \( h \in A - \{ 1 \} \). We may suppose \( \text{Pc}(h) \) to be standard parabolic, say \( \text{Pc}(h) = W_I \). Then

\[
H \subset N(W_I),
\]

since for all \( g \in H \): \( gW_I g^{-1} = g \text{Pc}(h) g^{-1} = \text{Pc}(ghg^{-1}) = \text{Pc}(h) = W_I \).

From (21) and \( \text{Pc}(H) = W \), it follows that \( W = \text{Pc}(N(W_I)) \). By 6.8.1, we have \( I = S \) (note that \( I \) is not spherical because \( h \in W_I \) has infinite order). Hence \( \text{Pc}(h) = W \). This allows us to apply 6.3.10, which states \( [Z(h) : h^2] < \infty \). But \( \mathbb{Z}^2 \cong A \subset Z(h) \). This contradiction finishes the proof. \( \square \)

For the purpose of fixing an unclarity in the proof of 6.8.3, the statement of 6.8.2 is slightly different from the one in the original thesis, which stated the following. Let \( W \) be an irreducible, infinite, non-affine Coxeter group and let \( H \subset W \) be a free abelian subgroup with \( \text{Pc}(H) = W \). Then \( H \) is infinite cyclic.

Let \( I_1, \ldots, I_n \subset S \) be irreducible, non-spherical and pairwise perpendicular. For all \( i \), let \( H_i \subset W_{I_i} \) be a subgroup as follows. If \( I_i \) is affine, \( H_i \) is the translation subgroup. Otherwise, \( H_i \) is any subgroup of \( W_{I_i} \) isomorphic to \( \mathbb{Z} \). We call \( \prod_i H_i \) a standard free abelian subgroup.

6.8.3 Theorem. Let \( W \) be a Coxeter group (of finite rank). Then each free abelian subgroup of \( W \) has a finite index subgroup which is conjugate to a subgroup of a standard free abelian subgroup.

Proof. Since standard free abelian subgroups of \( W \) have bounded rank, it is enough to show that every free abelian subgroup of \( \text{finite rank} \) verifies the theorem. Let \( G \subset W \) be free abelian of finite rank.

After conjugating \( G \) if necessary, we may suppose \( \text{Pc}(G) \) to be standard parabolic, say \( \text{Pc}(G) = W_I \). Let \( I_1, \ldots, I_n \) be the components of \( I \). Let \( G_i := G \cap W_{I_i} \) for all \( i \). Then \( G \) is a subgroup of \( G' := \prod_i G_i \subset W_I \).

For all \( i \) we shall define a subgroup \( H_i \subset G_i \). If \( I_i \) is spherical, put \( H_i = 1 \). If \( I_i \) is affine, choose \( N > 0 \) such that \( w^N = 1 \) for all torsion elements \( w \in W \), and put \( H_i = \{ g^N \mid g \in G_i \} \).

Finally, suppose that \( I_i \) is non-spherical and non-affine. Then \( G_i \) is an infinite finitely generated abelian group, not containing a subgroup isomorphic to \( \mathbb{Z}^2 \) by 6.8.2. So \( G_i \) contains a finite index subgroup \( H_i \) isomorphic to \( \mathbb{Z} \); choose any such \( H_i \).

Now \( H := \prod_i H_i \) is a standard free abelian subgroup and \( [G' : G' \cap H] < \infty \) so certainly \( [G : G \cap H] < \infty \). \( \square \)
A consequence of 6.8.3 is the equivalence (b) ⇔ (c) of 4.3.1, where Coxeter groups not containing subgroups isomorphic to \( \mathbb{Z}^2 \) are classified as part of the classification of word hyperbolic Coxeter groups. Our corollary says a little more, namely, it also characterizes the subgroups isomorphic to \( \mathbb{Z}^2 \), which is not clear from Moussong’s work. Of course, our theory does not tell which Coxeter groups are word hyperbolic. A question is: Can our theory be extended so as to classify word hyperbolic Coxeter groups?

Theorem 6.8.3 was subsequently used in [2], [3], [13], [14], [15], [16], [17].

A Euclidean complexes of non-positive curvature

In this appendix we summarize what we need to know about CAT(0) to be able to read appendix B. Our main reference is [9].

A.1 Metric spaces

An interval is a non-empty set \( I \subset \mathbb{R} \) with \( u, v \in I, u < v \Rightarrow [u, v] \subset I \). Examples of intervals are \((0, 1), (0, 1], (0, \infty)\).

Let \((X, d)\) be a metric space. A path in \( X \) is a continuous map from an interval to \( X \). The length \( \lambda(\alpha) \) of a path \( \alpha : I \to X \) is

\[
\sup \left\{ \sum_i d(\alpha t_i, \alpha t_{i+1}) \mid n \geq 0, \ t_0, \ldots, t_n \in I, \ t_i < t_{i+1} \ \text{for all} \ i \right\}.
\]

A path is said to be normalized if it is of the form \( \alpha : [0, 1] \to X \) and of constant speed \( c \), that is, \( d(\alpha x, \alpha y) = c d(x, y) \) for all \( x, y \).

A geodesic in \( X \) is a path \( \alpha : I \to X \) such that \( d(\alpha x, \alpha z) = d(\alpha x, \alpha y) + d(\alpha y, \alpha z) \) whenever \( x < y < z \). A geodesic space is a metric space in which any two points are connected by a geodesic. A local geodesic is a path \( \alpha : I \to X \) such that \( I \) is a union of open subsets on which \( \alpha \) is a geodesic.

A.2 Metric complexes

We denote Euclidean \( n \)-space by \( \mathbb{E}^n \) and its metric by \( |x - y| \) or \( d(x, y) \). Denote the \( n \)-sphere \( \{ x \in \mathbb{E}^{n+1} : |x| = 1 \} \) by \( \mathbb{S}^n \) and its metric by \( d(x, y) \).

A spherical or Euclidean cell is a compact subset of \( \mathbb{S}^n \) or \( \mathbb{E}^n \), respectively, which is the intersection of finitely many closed half-spaces. By metric cells we mean spherical or Euclidean cells, and similarly for metric complexes, which are to be defined later. The interior of a metric cell \( X \) (with respect to the smallest linear variety containing \( X \)) is denoted \( X^0 \). A face of a metric cell \( X \) is either \( X \) itself or \( X \cap H \) where \( H \) is a hyperplane disjoint with \( X^0 \).

We collect some properties of metric cells, the proofs of which are left to the reader. Some properties are proved in [11, §7]. Let \( X \) be a metric cell. Then faces of \( X \) are again metric cells. Intersections of faces of \( X \) are again faces of \( X \). The relation ‘being a face of’ is transitive. Every metric cell is the disjoint union of the interiors of its faces. A metric cell has only finitely many vertices (= faces with exactly one element). The convex hull of a finite subset of \( \mathbb{S}^n \) or \( \mathbb{E}^n \) is a metric cell. All Euclidean cells are of this form, but not so for spherical ones. Spherical cells need
not even be connected, as is shown by the spherical cell consisting of two antipodal points in $S^n$.

A.2.1 Definition. A **Euclidean complex** is a pair $(K, C)$ of a set $K$ and a collection $C$ of metric spaces $(X, d_X)$, where $X \subseteq K$ ($X$ is called a cell), such that

- **MC(1)** The cells cover $K$.
- **MC(2)** Every metric space $(X, d_X) \in C$ is isometric to a Euclidean cell.
- **MC(3)** If $Y$ is a face of a cell $X$, then $Y$ is again a cell, and $d_Y = d_X|_{Y \times Y}$.
- **MC(4)** The intersection of any two cells is a face of either cell.

A **spherical complex** is defined as above, by replacing ‘Euclidean’ in MC(2) by ‘spherical’.

For the rest of this subsection, let $(K, C)$ denote a metric complex (that is, a spherical or Euclidean complex).

Let $S$ be a subset of a cell of $K$. By MC(3) and MC(4), there is a smallest cell containing $S$, called the **support** of $S$. It is denoted $\bar{S}$, and we shorten $\{x\}$ to $\overline{x}$. For a point $x \in K$, define the **star** $St(x)$ to be the union of all cells containing $x$, and the open star $Ost(S)$ to be the union of the interiors of all cells containing $S$.

A **linear path** in a metric cell $X$ is a map $\alpha$ from an interval $I$ to $X$ of the following form.

- If $X \subseteq \mathbb{E}^n$ is Euclidean: $\alpha(t) = x + ty$, $x, y \in \mathbb{E}^n$.
- If $X \subseteq S^n$ is spherical: $\alpha(t) = (\cos \omega t)u + (\sin \omega t)v$, $u, v \in S^n \subseteq \mathbb{E}^{n+1}$, $u \perp v$, $\omega \in \mathbb{R}_{\geq 0}$, (that is, along a ‘big circle’).

The numbers $|y|$ and $\omega$ are called the **speed** of $\alpha$.

A **linear path** in $K$ is a map $\alpha$ from an interval $I$ to $K$ such that $\alpha(I)$ is contained in a cell $X$, and $\alpha$ is linear with respect to $X$. A **piecewise linear path** is a map $\alpha$ from an interval $I$ to $K$ with the property that for all $t \in I$ there exists $\varepsilon > 0$ such that $\alpha$ is linear on $I \cap [t - \varepsilon, t]$ and $I \cap [t, t + \varepsilon]$. Since we will consider only piecewise linear paths, we call them simply **paths**. The speed $speed(\alpha, t)$ is defined to be the speed of a linear restriction of $\alpha$ to an interval containing $t$. Thus, $speed(\alpha, t)$ is defined outside a discrete set of values of $t$. The length $\lambda(\alpha)$ was defined in subsection A.1 and it is also $\int_{t \in I} speed(\alpha, t)dt$.

Recall that a path $\alpha: I \to K$ is called **normalized** if $I = [0, 1]$ and $\alpha$ has constant speed. Note that a path on a compact interval has the form $\alpha: [a_0, a_n] \to K$, where for some $a_0 < a_1 < \cdots < a_n$, the restriction $\alpha|_{[a_i, a_{i+1}]}$ is linear for each $i$. If, in addition, $\alpha$ is normalized, then $\alpha$ is uniquely determined by the symbol $[\alpha(a_0), \ldots, \alpha(a_n)]$, which may therefore serve as a notation for $\alpha$. If $\alpha: [a, b] \to K$ is a path, we say it is a path from $\alpha(a)$ to $\alpha(b)$.

Define a pseudometric on $K$, denoted $d$, as follows. For $x, y \in K$, $d(x, y)$ is the infimum of lengths of paths from $x$ to $y$. If there is no such path, then $d(x, y) = \infty$. If $x, y$ are in one cell $X$, we have $d(x, y) \leq d_X(x, y)$, but equality does not always hold, that is, there may be a shortcut through other cells. We say $y$ is **between** $x$ and $z$ if $d(x, z) = d(x, y) + d(y, z)$. So if $K$ is geodesic, then $y$ is between $x$ and $z$ if and only if there exists a geodesic from $x$ to $z$ passing through $y$. 
By viewing $K$ as the quotient of the disjoint union of cells modulo identifications, we find a topology on $K$. Concretely, $U \subset K$ is open if and only if for all cells $X$, the intersection $U \cap X$ is open in $X$ (in the usual sense).

Let $\text{Shapes}(K)$ denote the set of isometry classes of cells of $K$.

**A.2.2 Theorem.** Suppose that $\text{Shapes}(K)$ is finite and $K$ is connected. Then $K$ is a complete geodesic space.

**Proof.** [9, Theorem 7.19].

---

**A.3 Curvature**

Let $X \subset M^n = \mathbb{E}^n$ or $\mathbb{S}^n$ be a metric cell, $x \in X$, and let $T_x(M^n)$ denote the tangent space at $x$ to $M^n$. We recall that on $T_x(M^n)$ there exists a natural positive definite quadratic form, which we denote by $|y|^2$, and we have an exponential map $\exp : T_x(M^n) \to \mathbb{E}^2$ defined by: $f : t \mapsto \exp(ty)$ is a constant speed geodesic and $df/dt(0) = y$. The link $\text{Lk}(x, X)$ and complement $\text{Cp}(x, X)$ are defined by

$$\text{Lk}(x, X) = \left\{ y \in T_x(M^n) \mid |y| = 1; \text{there exists } \varepsilon > 0 \text{ such that } \exp([0, \varepsilon]y) \subset X \right\},$$

$$\text{Cp}(x, X) = \{ y \in \text{Lk}(x, X) : y \perp T_x(\bar{x}) \subset T_x(M^n) \}.$$

These are spherical cells. If $X$ is a face of $Y$ and $x \in X$, then $\text{Lk}(x, X)$ is a face of $\text{Lk}(x, Y)$. For a metric complex $K$, and $x \in K$, the link $\text{Lk}(x, K)$ (or briefly $\text{Lk}(x)$) is defined as the quotient of the disjoint union of links $\text{Lk}(x, X)$, $X$ a cell containing $x$, modulo identifications due to inclusions of links induced by inclusions of cells. Similarly for complements. Since links and complements depend up to isometry only on the support $\bar{x}$ of the point $x$, we write $\text{Lk}(x)$ for $\text{Lk}(x, X)$ and $\text{Cp}(x)$ for $\text{Cp}(x)$. The complement $\text{Cp}(X, K)$ is also defined for the empty cell $X$, namely, $\text{Cp}(\emptyset, K) = K$.

For all $x \in K$, we have a natural projection $\text{St}(x) - \{ x \} \to \text{Lk}(x)$.

Let $S(\lambda)$ denote the circle (viewed as a one-dimensional Euclidean or spherical complex) of length $\lambda$. A cycle in a metric complex $K$ is a piecewise linear map $\alpha : S(\lambda) \to K$. A minimal cycle is a non-constant cycle which is a local geodesic.

Roughly, a CAT($\kappa$) space (for $\kappa \in \mathbb{R}$) is a geodesic space whose triangles are no fatter than those in the spaces of constant curvature $\kappa$. For the full definition, which we shall not need, we refer to [9]. For $\kappa = 0$ this means that we are comparing with Euclidean space $\mathbb{E}^n$ and for $\kappa = 1$ with the metric spheres $\mathbb{S}^n$.

The main aim of this appendix is to recognise from local data if a Euclidean complex is CAT($0$), a global condition.

**A.3.1 Definition.** A metric complex is said to satisfy the link condition if for every vertex $v \in K$, the link $\text{Lk}(v, K)$ is CAT($1$). A spherical complex is said to satisfy the girth condition if every minimal cycle has length at least $2\pi$.

**A.3.2 Theorem.**
(a) Let \( K \) be a Euclidean complex with finitely many shapes. Then \( K \) is \( \text{CAT}(0) \) if and only if it is simply connected and satisfies the link condition.

(b) Let \( K \) be a spherical complex with finitely many shapes. Then \( K \) is \( \text{CAT}(1) \) if and only if it satisfies the link condition and the girth condition.

Proof. \[9, \text{Theorem 5.4}\]. □

A.3.3 Example. We give an example of a spherical complex which satisfies the girth condition but is not \( \text{CAT}(1) \). It is \( K = S(\lambda) \ast \{\text{point}\} \) where \( 0 < \lambda < 2\pi \). Here, \( \ast \) denotes the spherical join; see \[9, \text{Definition 5.13}\] for a definition. Then \( K \) contains no minimal cycles, so it satisfies the girth condition. However, its link at the pole is a circle of length \( \lambda < 2\pi \), so \( K \) is not \( \text{CAT}(1) \).

We now explain the transitivity of complements. Let \( K \) be a metric complex and let \( X \subset Y \subset K \) be cells. Then \( \text{Cp}(X, Y) \) can be embedded naturally as a cell in \( \text{Cp}(X, K) \), and

\[
\text{Cp}(Y, K) \cong \text{Cp}(\text{Cp}(X, Y), \text{Cp}(X, K)).
\]

Conversely, every cell of \( \text{Cp}(X, K) \) has the form \( \text{Cp}(X, Y) \).

A.4 Convex metrics

A function \( f : \mathbb{R} \to \mathbb{R} \) is said to be convex if for all \( x, y \in I \) and all \( t \in [0, 1] \) we have

\[
f((1-t)x + ty) \leq (1-t)f(x) + tf(y).
\]

A geodesic space is said to have convex metric if for any two normalized geodesics \( \alpha, \beta \), the function \( f : t \mapsto d(\alpha(t), \beta(t)) \) is convex.

A.4.1 Proposition. Every \( \text{CAT}(0) \) space has convex metric.

Proof. \[9, \text{Proposition 2.2}\]. □

B The Davis-Moussong complex

In the first three subsections of this appendix, we rewrite Moussong’s thesis, where a Euclidean complex \( M \) of non-positive curvature is constructed, on which a Coxeter groups \( W \) acts. In subsection B.4, we give an alternative construction, which is shorter and can be read independently. In subsection B.5, the metric of \( M \) is compared to the distance in \( W \). In subsection B.6, we derive an exponential solution to the conjugacy problem.

B.1 Nerves of almost negative matrices

An almost negative matrix is a square symmetric real matrix \( A = (a_{ij}) \) with \( a_{ij} \leq 0 \) if \( i \neq j \). Given an almost negative matrix \( A = (a_{ij}) \), we define a spherical complex \( N = N(A) \), called the nerve of \( A \), as follows. We like to think of the rows and columns of \( A \) as indexed by some set \( I \). Let \( E \) be a real vector space with basis \( \{e_i \mid i \in I\} \). Define a symmetric bilinear
form $(\cdot, \cdot)$ on $E$ by $(e_i, e_j) = a_{ij}$. For a subset $J \subset I$, let $E_J$ denote the subspace of $E$ generated by $\{e_i \mid i \in J\}$. We call a subset $J \subset I$ spherical if the bilinear form restricted to $E_J$ is positive definite. For spherical $J \subset I$, define a spherical cell $S_J$ (which is in fact a simplex, that is, the dimension is the number of vertices minus one) by
\[ S_J = \left\{ x = \sum_{i \in J} x_i e_i \mid x_i \geq 0, |x| = \sqrt{(x, x)} = 1 \right\}, \]
which inherits the structure of a spherical cell by its embedding in the Euclidean space $E_J$. Now, $N(A)$ is defined to be the spherical complex with the union of the $S_J$ as underlying point set and the $S_J$ as cells (noting $S_{\emptyset} = \emptyset$).

We call an almost negative matrix normalized if all diagonal elements are equal to 1. To every almost negative matrix $A = (a_{ij})_{i,j \in I}$ we associate a normalized matrix norm$(A) = B$, as follows. The rows and columns of $B$ are indexed by $J = \{i \in I \mid a_{ii} > 0\}$, and $b_{ij} = a_{ij}/\sqrt{a_{ii}a_{jj}}$. The nerves of $A$ and norm$(A)$ are isomorphic.

**B.1.1 Theorem.** Nerves of almost negative matrices are CAT(1).

*Proof.* See [25].

**B.1.2 Lemma.** Let $N$ be the nerve of an almost negative matrix, and let $x \in N$. Then $\text{Cp}(x, N)$ is isometric to the nerve of some almost negative matrix.

*Proof.* Retain the denotations of $I, A, E, e_i, E_J$, so that $N = N(A)$. We may assume $A$ to be normalized. By transitivity of complements, we may suppose $x$ to be a vertex of $N$, say $x = e_i$. Let $f_j$ be the orthogonal projection of $e_j$ on $e_i^\perp$, the orthogonal set in $E$ to $e_i$. Thus, for pairwise different indices $i, j, k$ we have
\[ f_j = e_j - (e_j, e_i)e_i = e_j - a_{ij}e_i \]
and
\[(f_j, f_k) = (e_j - a_{ij}e_i, e_k - a_{ik}e_i) = a_{jk} - 2a_{ij}a_{ik} + a_{ij}a_{ik}a_{ii} = a_{jk} - a_{ij}a_{ik} \leq 0 \]
since $a_{jk}, a_{ij}, a_{ik} \leq 0$. Hence the matrix $B = (f_j, f_k)_{j,k \neq i}$ is again an almost negative matrix. We claim $\text{Cp}(e_i, N) \cong N(B)$. Let $E_J$ be positive definite, with $i \in J$, and let $A', B'$ be the restrictions of $A, B$ to $J$, $J - \{i\}$, respectively. Let $S = \{x \in E_J : |x| = 1\}$. Consider the natural map from the tangent space $T_{e_i}(S)$ to $e_i^\perp$ (which can be defined as translation over $-e_i$, viewing $T_{e_i}(S)$ as a linear variety in $E_J$). This map restricts to an isometry $\text{Cp}(e_i, N(A')) \to N(B') \subset e_i^\perp$. Using the fact that for all $J \subset I - \{i\}$, the subspace $\text{Span}\{f_j \mid j \in J\}$ is positive definite if and only if $E_{J, J \cup \{i\}}$ is, it follows that $\text{Cp}(e_i, N) \cong N(B)$.}

**B.2 Cells for the Davis-Moussong complex**

For the rest of this appendix, we consider a Coxeter system $(W, S)$, and we retain the notations of section 1. In this subsection, fix positive real numbers $a_s$ ($s \in S$).
Let $J \subset S$ be spherical. Since $E_J = \text{Span}\{e_s \mid s \in J\}$ is non-degenerate, there exists a unique basis $\{f_s^J \mid s \in J\}$ of $E_J$ dual to $\{e_s\}$, defined by $(f_s^J, e_t) = \delta_{st}$, $(s, t \in J)$. Writing $\text{Ch}$ for the convex hull, we define

$$x_J = \sum_{s \in J} a_s f_s^J, \quad X_J = \text{Ch}(W_J x_J),$$

$$X_{JK} = \text{Ch}(W_J x_K) \text{ for } J, K \subset S \text{ both spherical with } J \subset K.$$

The sets $X_K$ and $X_{JK}$ are Euclidean cells by their embedding in the Euclidean space $E_K$. For spherical $J \subset S$, let $p_J: E \to E_J$ denote the orthogonal projection. It is well defined since the quadratic form on $E_J$ is non-degenerate.

**B.2.1 Definition.** For spherical $J, K \subset S$ such that $J \subset K$, we define $g_J^K = \sum_{s \in K, \sim J} f_s^K$.

**B.2.2 Lemma.**

(a) $\dim X_J = \#J$.

(b) Let $J \subset K$ be spherical subsets of $S$. Then $p_J x_K = x_J$. Moreover, $p_J|X_{JK}: X_{JK} \to X_J$ is an isometry of cells, equivariant under $W_J$.

(c) The non-empty faces of $X_K$ are precisely all $w X_{JK}$ for all $J \subset K$, $w \in W_K$. For all $J \subset K$, $x \in X_K$ we have $(g_J^K, x - x_K) \leq 0$, with equality if and only if $x \in X_{JK}$.

**Proof.** (a). For all $s \in J$ we have $s x_J = x_J - 2 (x_J, e_s) e_s$. Since $(x_J, e_s) = a_s > 0$ and since the $e_s$ ($s \in J$) are linearly independent, the convex hull of $\{x_J\} \cup \{s x_J \mid s \in J\}$ has dimension $\#J$. Hence so has $X_J$.

(b). $E$ is the orthogonal direct sum of $E_J$ and $E_J^\perp$, and $W_J$ fixes $E_J^\perp$ pointwise, and stabilizes $E_J$. It follows that $p_J$ is $W_J$-equivariant, and that $p_J$ sets up an isometry from $X_{JK}$ to its image. By definition of orthogonal projection, for $s \in J$, we have $(p_J x_K, e_s) = (x_K, e_s) = a_s$. It follows that $p_J x_K = x_J$ and $p_J X_{JK} = X_J$.

(c). From B.2.3, choosing $x = x_K$, $p = g_J^K$, $W = W_K$, we find

$$(g_J^K, wx_K - x_K) \leq 0,$$

with equality only for $w$ fixing $g_J^K$, that is, $w \in W_J$ by 1.2.2(c). The latter statement of (c) follows. Thus, $X_{JK}$ is a face of $X_K$. Conversely, each face of $X_K$ containing $x_K$ is of the form $X = \{x \in X_K \mid (p, x - x_K) = 0\}$, where $p \in E_K$, and $(p, x - x_K) \leq 0$ for all $x \in X_K$. The latter condition implies, by choosing $x = s x_K$, $s \in K$, that we can write $p = \sum_{s \in J} c_s f_s^K$, $c_s > 0$ for some subset $J \subset K$. By an argument similar to the above, the vertex set of $X$ is $W_J x_K$, whence $X = X_{JK}$. Note that $x_K$ is a vertex of $X_K$ because the vertex set of $X_K$ is a non-empty subset of $W_K x_K$ and $W_K$-invariant. Hence every non-empty face of $X_K$ is of the form $w X_{JK}$, $w \in W_K$, $J \subset K$. \hfill $\square$

**B.2.3 Lemma.** Let $W$ be a finite Coxeter group, and identify $E$ with its dual $E^*$ by $(\cdot, \cdot) = \langle \cdot, \cdot \rangle$. Let $p \in \mathcal{O}$, $x \in \mathcal{C}$, $w \in W$. Then $(p, wx) \leq (p, x)$, with equality only if $wp = p$.

**Proof.** Induction on $\ell(w)$. If $w = 1$ it is clear. If $w = sv$, $s \in S$, $\ell(v) < \ell(w)$, then by 1.2.2(b) $(vx, e_s) > 0$. Hence by induction $(p, wx) = (p, vx -
2(vx,es)es = (p,vx) - 2(vx,es)(p,es) ≤ (p,vx) ≤ (p,x). Now suppose equality holds. Then (p,es) = 0 and (p,vx) = (p,x). Hence sp = p and, by induction, vp = p. We conclude wp = p.

B.3 The Davis-Moussong complex

In this subsection, we will construct a Euclidean complex, introduced by Moussong [43, 14.1], and we will prove its main properties B.3.2 and B.3.3. We call it the Davis-Moussong complex, and denote it by MW.

In this subsection, we will construct a Euclidean complex, introduced by Moussong [43, 14.1], and we will prove its main properties B.3.2 and B.3.3. We call it the Davis-Moussong complex, and denote it by MW. A difference between Moussong’s approach and ours is that Moussong builds the complex from one fundamental domain, whereas we build it from cells, that is, the approaches are dual.

By a pre-cell we mean a subset of W of the form wWJ, w ∈ W, J ⊂ S spherical. For each pre-cell p, fix an element wp ∈ p. Then p = wWP(p) for a unique spherical J(p) ⊂ S.

B.3.1 Lemma. The intersection of any two pre-cells is either again a pre-cell, or the empty set. Moreover, if p, q are pre-cells with non-empty intersection, then J(p) ∩ J(q) = J(p ∩ q).

Proof. This follows from 1.2.3(c).

Let M̂ denote the set of pairs (p, x) where p is a pre-cell and x ∈ XJ(p). Define an equivalence relation on M̂ by

\[(p, x) \sim (q, y) \Leftrightarrow \begin{cases} r := p \cap q \neq \emptyset, \\
w_{r}^{-1}wp \in X_{J(r)\cap J(p)}, \\
w_{r}^{-1}w_{q}y \in X_{J(r)\cap J(q)}, \\
p_{J(r)}(w_{r}^{-1}wp - w_{r}^{-1}w_{q}y) = 0. \end{cases} \]

Now the underlying set of M is M̂ modulo this equivalence relation, and the cells are the empty set and the images in M of \{ (p, x) | x ∈ X_{J(p)} \}. Since these sets inject into M, they still carry structures of Euclidean cells. The metric on M is denoted by d_M.

B.3.2 Proposition. M(W) is a locally finite Euclidean complex. The group W acts discrete on it, with finitely many orbits of cells. The action of W on the vertex set is simply transitive.

Proof. Straightforward, using B.2.2 and B.3.1.

Let v denote the vertex of M which is the equivalence class of (\{1\}, x_\emptyset) ∈ M̂. Then the neighbours (in the 1-skeleton of M) of v are sv, s ∈ S, and the corresponding edges have length 2αs. We identify W with the vertex set of M by w → vw. Let YJ denote the images in M of \{ (WJ, x) | x ∈ XJ \}. Thus, the cells of M are the sets wYJ, w ∈ W, J ⊂ S spherical.

B.3.3 Theorem (Moussong). M(W) satisfies the link condition.

Proof. Let A be the Gram matrix of (W, S), that is, A = (αst)s,t ∈ S, αst = (es,et) = -cos(π/mt). Using 1.2.6, it is easy to see that for every vertex x of M, Cp(x, M) isomorphic to N(A). From B.1.2 and transitivity of complements, it follows that for every point y ∈ M, the complement Cp(y, M) is the
nerve of some almost negative matrix. By B.1.1, $Cp(y, M)$ satisfies the girth condition. By A.3.2, $M$ satisfies the link condition. \qed

B.4 The embedding of the Davis-Moussong complex in the Tits cone

We will give an alternative definition of the Davis-Moussong complex, by embedding it into $U^0$, the interior of the Tits cone.

Fix a point $v \in C$. We define the underlying point-set of the alternative Davis-Moussong complex by

$$M' = \bigcup \{ \text{Ch}(wW_jv) \mid J \subset S \text{ spherical , } w \in W \}.$$ 

The set $\text{Ch}(W_jv)$ (and thereby $\text{Ch}(wW_jv)$ for all $w \in W$) is given the structure of a Euclidean cell by the embedding $q^{-1}r$: $\text{Ch}(W_jv) \to E_J$ where $r: E^* \to E_J^*$ is the restriction map and $q: E_J \to E^*_J$ is the isomorphism associated to the inner product $(\cdot, \cdot)$ on $E_J$, that is, $qx = (x, \cdot)$. Let $C$ be the collection of the cells $\text{Ch}(wW_jv)$ where $w \in W$, $J \subset S$ spherical.

B.4.1 Proposition. The pair $(M', C)$ is a Euclidean complex, and it is isomorphic to the Davis-Moussong complex $M$. The edge from $v$ to $sv$ has length $2(v, e_s)$.

Proof. We will prove one step, namely that the intersection of any two cells is a face of either cell. The rest of the proof is straightforward and left to the reader.

Let $X = \text{Ch}(gW_jv)$, $Y = \text{Ch}(hW_jv)$ be cells with non-empty intersection. First we will prove that $X$ and $Y$ have a vertex in common, that is, $gW_j \cap hW_j \neq \emptyset$.

Suppose $gW_j \cap hW_j = \emptyset$, and let $x \in gW_j$, $y \in hW_j$ such that $d_W(x, y)$ is minimal. Let $\alpha$ be a root separating $x$ from $y$, say $\langle xv, \alpha \rangle > 0$, $\langle yv, \alpha \rangle < 0$. Since $gW_j$ is gated by 1.3.5(c), and $d_W(gW_j, y) = d_W(x, y)$, we have $\langle x'v, \alpha \rangle > 0$ for all $x' \in gW_j$. Hence $(X, \alpha) \subset \mathbb{R}_{>0}$. Similarly $(Y, \alpha) \subset \mathbb{R}_{<0}$, which shows $X \cap Y = \emptyset$, a contradiction. Hence $gW_j \cap hW_j \neq \emptyset$.

After left multiplication by some element of $W$, we may suppose $1 \in gW_j \cap hW_j$, so that $X = \text{Ch}(W_jv)$, $Y = \text{Ch}(W_jv)$.

Write $K = I \cap J$. We will show $X \cap Y = \text{Ch}(W_Kv)$. Let $y \in E^*$ such that $v + y \in X \cap Y$. We claim $y \in \text{Span}\{sv - v \mid s \in K\}$.

Let us first show how the claim proves the promised result. We have

$$v + y \in (v + \text{Span}\{sv - v \mid s \in K\}) \cap \text{Ch}(W_jv) = \text{Ch}(W_Kv),$$

where the latter equality follows since $\text{Ch}(W_Kv)$ is a face of $\text{Ch}(W_jv)$, by B.2.2.

We can write

$$y = \sum_{s \in I} a_s(sv - v) = \sum_{s \in K} b_s(sv - v), \quad a_s, b_s \geq 0.$$ 

In order to prove the claim, we may suppose $K = \emptyset$, for otherwise, for each $s \in K$, subtract $\min(a_s, b_s)$ from $a_s$ and $b_s$, and then replace $I$ and $J$ by
\{s \in I \mid a_s \neq 0\} \text{ and } \{s \in J \mid b_s \neq 0\}, \text{ respectively. Let } t \in J. \text{ We have}
\langle y, e_t \rangle = \sum_{s \in I} a_s \langle sv - v, e_t \rangle = \sum_{s \in I} a_s \langle v, se_t - e_t \rangle
= \sum_{s \in I} a_s \langle v, -2a_se_s \rangle = \sum_{s \in I} -2a_s a_{st} \langle v, e_s \rangle \geq 0, \tag{23}
\text{since every term in the last sum is non-negative. In the same way it follows}
\langle y, e_t \rangle = \sum_{s \in J} -2b_s a_{st} \langle v, e_s \rangle.
\text{In matrix form this reads } A_J b = c \text{ where } A_J \text{ is the matrix } (a_{st})_{s,t \in J}, \text{ and}
\text{ and } b \text{ and } c \text{ are the vectors } b = (-2b_s \langle v, e_s \rangle)_{s \in J}, \text{ } c = (\langle y, e_t \rangle)_{t \in J}. \text{ By (23), } c
\text{ is totally non-negative. By 1.5.2, so is } A_J^{-1}. \text{ Hence so is } b = A_J^{-1} c. \text{ Since}
\langle v, e_s \rangle > 0 \text{ for all } s \in S, \text{ it follows that } b_s = 0 \text{ for all } s \in J. \text{ Hence } y = 0, \text{ which proves the claim.} \quad \square

\section{Comparison of \(d_W\) and \(d_M\)}

Let \(M\) be the Davis-Moussong complex of a Coxeter system \((W, S)\). Let \(\Gamma\) denote the 1-skeleton of \(M\). The object of this subsection is to compare the path metric of \(\Gamma\), denoted \(d_\Gamma\), to the restriction of \(d_M\) to \(\Gamma\). Clearly, we have \(d_M \leq d_\Gamma\). Milnor proved (in a more general setting) that there exist \(K, L \in \mathbb{R}\) such that \(d_\Gamma \leq K d_M + L\). His proof is non-effective, that is, it
does not give us \(K\) and \(L\) explicitly. We will give explicit, though quite weak bounds for \(K\) and \(L\) in B.5.6.

Let us identify \(W\) with the vertex set in \(M\), such that the left actions of \(W\) coincide. We write \(\ell_\Gamma(x) = d_\Gamma(1, x) \ (x \in \Gamma)\) and \(\ell_M(x) = d_M(1, x) \ (x \in M)\).

\begin{lemma}
Let \(N \subset M\) be a set containing 1 such that \(M\) is covered by \(\{wN \mid w \in W\}\). Let \(F = \{f \in W \mid N \cap fN \neq \emptyset\}\). Let there be given \(\delta, R > 0\) such that
\[N \cap wN = \emptyset \Rightarrow d(N, wN) \geq \delta\] for all \(w \in W\), \quad (24)
\[\ell_\Gamma(f) \leq R\] for all \(f \in F\). \quad (25)

Then \(\ell_\Gamma(x) \leq (\ell_M(x)/\delta + 1) R\) for all \(x \in W\).
\end{lemma}

\begin{proof}
Let \(x \in W\), \(\lambda = \ell_M(x)\). Let \(1 = x_0, x_1, \ldots, x_t = x\) be a sequence of points in \(M\) such that \(d_M(x_i, x_{i+1}) < \delta\), \(t \leq \lambda/\delta + 1\). Let \(h_t \in W\) such that \(x_i \in h_tN\), \(h_0 = 1\), \(h_1 = x\). Write \(f_i = h_{i+1}^{-1} h_i\), so that \(x = f_{t-1} f_{t-2} \cdots f_1\). Since \(d_M(x, x_{i+1}) < \delta\), we have \(h_i N \cap h_{i+1} N \neq \emptyset\), whence \(f_i \in F\). Hence
\[\ell_\Gamma(x) \leq \sum \ell_\Gamma(f_i) \leq t R \leq (\lambda/\delta + 1) R. \quad \Box\]

The following proposition was proved by Milnor \[42, \text{Lemma 2}\].

\begin{proposition}
There exist \(K, L \in \mathbb{R}\) such that \(\ell_\Gamma(x) \leq K \ell_M(x) + L\) for all \(x \in W\).
\end{proposition}

\begin{proof}
We know that a subset of \(M\) is compact if and only if it is bounded and closed, and by B.3.2 that \(W\) acts discretely on \(M\) with compact quotient. It follows easily that the conditions of B.5.1 are fulfilled by certain
\[ N, \delta, R, \text{ whence the proposition. As an example, we prove the existence of } \delta \text{ satisfying (24). Suppose } w_1, w_2, \ldots \in W, \]
\[ d(N, w_iN) \to 0 \ (i \to \infty), N \cap w_iN = \emptyset. \text{ Since } N \text{ is bounded, } \ell_M(w_i) \text{ is bounded. Since } W \text{ is discrete in } M, \text{ the } w_i \text{ have a stable infinite subsequence. Hence for } w_i \text{ in this subsequence, } d(N, w_iN) = 0, \text{ which implies } N \cap w_iN \neq \emptyset, \text{ a contradiction.} \]

The above proof is not effective. More precisely, the proof of the existence of \( \delta \) is non-constructive. We proceed to give an effective, though quite weak bound for \( K \) and \( L \).

**B.5.3 Lemma.** Let \( K \) be a Euclidean complex. Let there be given \( \delta > 0 \) such that for every cell \( X \) of \( K \), and all \( x, y \in X \), we have
\[ d_X(x, y) = d_X(x, y) < \delta \Rightarrow x \in \bar{y}. \]

Then any two disjoint cells in \( K \) have distance at least \( \delta \).

**Proof.** Let \( X, Y \) be cells with distance smaller than \( \delta \). Let \( \alpha \) be a normalized geodesic from say \( x \in X \) to \( y \in Y \) of length \( \lambda(\alpha) = d(X, Y) < \delta \). Let \( 0 = t_0 < t_1 < \cdots < t_n = 1 \) be such that \( \alpha([t_i, t_{i+1}]) \) is linear, and write \( x_i = \alpha(t_i) \). By induction on \( i \) we will prove
\[ \alpha([0, t_i]) \subset \pi_i. \tag{26} \]

For \( i = 0 \) this is clear. Let \( i > 0 \). Let \( Z \) be a cell containing \( \alpha([t_{i-1}, t_i]) \). We have \( x_{i-1} = \alpha(t_{i-1}) \in \alpha([t_{i-1}, t_i]) \subset Z \), whence \( \overline{x_{i-1}} \subset Z \). Hence, by induction, \( \alpha([0, t_i]) \subset Z \). Since \( \alpha \) is a constant speed geodesic, \( \alpha([0, t_i]) \) is linear. From \( \lambda(\alpha) = d(X, Y) \) it follows that \( \lambda(\alpha, [0, t_i]) = d_Z(x_i, x_i) \). Since also \( \lambda(\alpha) < \delta \), we may conclude \( x \in \pi_i \). It easily follows that \( \alpha([0, t_i]) \subset \pi_i \), which proves (26). Choosing \( i = n \) in (26), we find \( \text{Im} \alpha \subset \bar{y} \). In particular, \( x = \alpha(0) \in \bar{y} \). Hence \( X \cap Y \neq \emptyset \), which finishes the proof. \( \square \)

Note that many complexes do not satisfy the condition of B.5.3 (for all \( \delta > 0 \)). For example, suppose that some cell \( X \) is a Euclidean triangle with vertices \( a, b, c \in \mathbb{E}^2 \), having a sharp angle at \( a \). Choose \( y \in [a, b] \) close to \( a \), and let \( x \) be the projection of \( y \) on \([a, c]\). Then, if \( y \) is close enough to \( a \), \( d_X(x, y) = d_X(x, y) < \delta \) but \( x \notin \bar{y} \). The next two lemmas show that the Davis-Moussong complex is special in the sense that B.5.3 can be applied to it.

**B.5.4 Lemma.** Let \( \delta = \min \{ \frac{2a_s}{|g_J^i|} \mid J, K \subset S \text{ spherical}, J \subset K, s \in K - J \} \).

Then for every cell \( X \subset M \), and all \( x, y \in X \), we have
\[ d(x, y) < \delta \Rightarrow x \cap \bar{y} \neq \emptyset. \]
Proof. Identify $X$ with $X_K$. We may suppose $x_K \in \bar{x}$, say $\bar{x} = X_{JK}$, $J \subset K$. Let us write $h^K_J = g^K_J / |g^K_J|$, so that $|h^K_J| = 1$. Since for $s \in K - J$

$$(h^K_J, x_K - s x_K) = \frac{(g^K_J, 2a_s e_s)}{|g^K_J|} = \frac{2a_s}{|g^K_J|},$$

it follows from the definition of $\delta$ that

$$(h^K_J, x_K - z) \geq \delta$$

(27)

for every vertex $z$ adjacent to $x_K$, not in $X_{JK}$. By $W_J$-invariance of $h^K_J$, (27) holds for every vertex $z$ adjacent to a vertex of $X_{JK}$ but which is not in $X_{JK}$ itself. Using the fact that $(h^K_J, x_K - z) = 0$ for all $z \in X_{JK}$, it easily follows that (27) holds for every vertex $z$ of $X_K$ which is not in $X_{JK}$.

Now suppose $d(\bar{x}, y) < \delta$. Then $(h^K_J, x_K - y) < \delta$, since $|h^K_J| = 1$. Hence $(h^K_J, x_K - z) < \delta$ for some vertex $z$ of $\bar{y}$. Hence $z \in \bar{x} \cap \bar{y}$. □

B.5.5 Lemma. Let $K \subset S$ be spherical, and let $x, y \in X_K = Z$. Then

$$d_Z(x, y) = d_Z(\bar{x}, y) \text{ and } \bar{x} \cap \bar{y} \neq \emptyset \Rightarrow x \in \bar{y}.$$

Proof. We may suppose $x \in \bar{x} \cap \bar{y}$. Write $\bar{x} = X_{JK}$, $\bar{y} = X_{LK}$. Suppose $x \notin \bar{y}$, so that $\bar{x} \notin \bar{y}$, that is, $J \notin L$. Let $s \in J - L$.

Since $d(\bar{x}, y) = d(x, y)$, the projection of $y$ on $E_J + x_K$ (= smallest linear variety containing $X_{JK}$) is in the interior $X^0_J$ of $X_{JK}$. Equivalently, $p_J y \in X^0_J$. In particular, by B.2.2(c),

$$(f^J_s, p_J (y - x_K)) < 0. \quad (28)$$

For all $t \in L$ we have

$$(f^J_s, p_J (t x_K - x_K)) = (f^J_s, p_J (-2a_t e_t)) = -2a_t (f_s, p_J e_t) \geq 0,$$

by 2.2.2. Since $y - x_K$ is a linear combination of $t x_K - x_K$ ($t \in L$) with non-negative coefficients, we find $(f^J_s, p_J (y - x_K)) \geq 0$, contradicting (28). This finishes the proof. □

B.5.6 Proposition. Let $\delta$ be as defined in B.5.4. Let $R$ be twice the maximum diameter of $\Gamma_J = \Gamma \cap Y_J$ for spherical $J \subset S$. Then $t_\Gamma(x) \leq (t_M(x) / \delta + 1) R$ for all $x \in W$.

Proof. We will verify the conditions of B.5.1. Choose $N$ to be the union of all $Y_J$ for spherical $J \subset S$. Note $f \in F = \emptyset$ spherical $J, K \subset S$: $Y_J \cap f Y_K \neq \emptyset$. Thus, $F$ is the union of all $W_J W_K$ for spherical $J, K \subset S$. Clearly, (25) is satisfied. We will show that (24) holds. By combination of B.5.4 and B.5.5, the Davis-Moussong complex satisfies the condition of B.5.3. Now suppose $d(N, w N) < \delta$. Then $d(Y_J, w Y_K) < \delta$ for some spherical $J, K \subset S$. By B.5.3, $Y_J \cap w Y_K \neq \emptyset$, whence $N \cap w N \neq \emptyset$, which proves (24). The proof is finished by applying B.5.1. □

Probably, B.5.6 is very far from the best possible result. We conjecture that $K, L$ do not have to depend on $W$, that is, there exist $K, L$ such that for every Coxeter group $W$, on choosing all edges in $M$ to have length 1, we have $d_\Gamma \leq K d_M + L$.  

B.6 The conjugacy problem

In this subsection, we will show how the Davis-Moussong complex implies an exponential solution to the conjugacy problem. The same argument applies to every non-positively curved group. I heard the idea from M. Shapiro. In [20], a doubly exponential solution, that is, a solution of complexity
\[ A^{B^{\ell(v)+\ell(w)}} \]
is given, also using the Davis-Moussong complex.

B.6.1 Proposition. There exist computable constants \(P, Q\) such that for any two conjugate \(v, w \in W\), there exists a sequence
\[ v = w_0, w_1, \ldots, w_n = w, \]
such that for all \(i\), we have \(w_{i+1} = sw_i s\) for some \(s \in S\), and
\[ \ell(w_i) \leq P[\ell(v) + \ell(w)] + Q. \]

Proof. Choose the Davis-Moussong complex such that all edges have length 1, and let \(\Gamma\) be its 1-skeleton. Let \(N = M \cap \hat{C}\), where we embed \(M \subset U^0\), and let \(x \in N\) denote the trivial vertex. Let \(K,L\) be computable constants such that \(d_{\Gamma} \leq K d_M + L\) (see B.5.6). We will show that \(P := K, Q := L + 2K \text{diam}(N)\) verify the proposition. Here \(\text{diam}(N)\) denotes the diameter of \(N\), which is easily shown to be finite. Let \(v, w \in W\) be conjugate, say \(v = g^{-1}w g\). Let \(\alpha, \beta\) denote the normalized geodesics in \(M\) from \(x\) to \(gx\) and from \(wx\) to \(wgx = gvx\), respectively. By convexity of the metric of \(M\) (proposition A.4.1), we have
\[ d_M(\alpha(t), \beta(t)) \leq (1-t) d_M(x, wx) + t d_M(gx, gvx) \]
\[ \leq (1-t) \ell(w) + t \ell(v) \leq \ell(v) + \ell(w). \]

Consider
\[ X := \{h \in W \mid hN \text{ meets } \text{Im} \alpha\}. \]
Note that 1, \(g \in X\). We will show that for all \(h \in X\), we have
\[ \ell(h^{-1}w h) \leq P[\ell(v) + \ell(w)] + Q. \] (29)

Let \(h \in X\). Let \(y \in hN \cap \text{Im} \alpha\), say \(y = \alpha(t)\), so that \(wy = \beta(t)\). Then
\[ \ell(h^{-1}w h) = d_M(hx, whx) \leq K d_M(hx, whx) + L \]
\[ \leq K \left[ d_M(y, wy) + 2 \text{diam}(N) \right] + L \]
\[ \leq K[\ell(v) + \ell(w) + 2 \text{diam}(N)] + L, \]
which shows (29). For every point \(y \in M\), the set \(\{h \in W \mid y \in hN\}\) is connected. It is easy to deduce that \(X\) is connected, which concludes the proof. \(\square\)

The above proposition suggests the following algorithm solving the conjugacy problem. Let \(G\) be the graph with vertex set
\[ \{g \in C(w) \mid \ell(g) \leq P[\ell(v) + \ell(w)] + Q\} \]
where \(g, h\) are adjacent if and only if \(sgs = h\) for some \(s \in S\). Compute the connected component \(G^0\) of \(G\) containing \(w\), by walking through \(G^0\). The time needed for doing so is exponential in \(\ell(v) + \ell(w)\), since \(\#G^0 \leq \#G\) is exponential. By B.6.1, \(v\) and \(w\) are conjugate if and only if \(v \in G^0\).
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