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Abstract

An (edge) decomposition of a graph G is a set of subgraphs of G whose edge sets

partition the edge set of G. Here we show, for each odd ` > 5, that any graph G

of sufficiently large order n with minimum degree at least
(
1
2 + 1

2`−4 + o(1)
)
n has a

decomposition into `-cycles if and only if ` divides |E(G)| and each vertex of G has even

degree. This threshold cannot be improved beyond 1
2 + 1

2`−2 . It was previously shown

that the thresholds approach 1
2 as ` becomes large, but our thresholds do so significantly

more rapidly. Our methods can be applied to tripartite graphs more generally and we

also obtain some bounds for decomposition thresholds of other tripartite graphs.

1 Introduction

When we refer to a graph in this paper we always mean a simple undirected graph. Let F and

G be graphs. A decomposition of G is a set of subgraphs of G whose edge sets partition the

edge set of G. If each graph in such a decomposition is isomorphic to a graph F , we say it is an

F -decomposition. Let gcd(G) denote the largest integer that divides the degree of each vertex

of G. We say that G is F -divisible if |E(F )| divides |E(G)| and gcd(F ) divides gcd(G). The F -

decomposition threshold δF is the infimum of all nonnegative real numbers δ with the property

that, for each sufficiently large integer n, every F -divisible n-vertex graph with minimum degree

at least δn has an F -decomposition. For each integer ` > 3, let C` represent the cycle of length

`. Barber, Kühn, Lo and Osthus [1] showed that δC4 = 2
3

and δC` = 1
2

for all even ` > 6. Taylor

[11] obtained exact, rather than asymptotic, versions of these results for all even ` 6= 6. For

odd-length cycles only bounds on the decomposition threshold are known. It is not difficult

to show that δC` >
1
2

+ 1
2`−2 for each odd ` > 3. This can be seen by considering an n-vertex

regular graph that contains a balanced complete bipartite subgraph and has valency just under

(1
2

+ 1
2`−2)n (see Lemma 2.1 for details). The best known upper bound for ` = 3 is due to

Delcourt and Postle [4] who showed that δC3 6 (7 +
√

21)/14 / 0.82733. By a result of [6], this
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upper bound applies for all odd-length cycles. A special case of a result of Joos and Kühn [9]

on decompositions of hypergraphs into tight cycles shows that δC` 6
1
2

+O(`−1/8!) for each odd

` > 3 and hence that δC` approaches 1
2

as ` becomes large. Here we show that δC` 6
1
2

+ 1
2`−4

for each odd ` > 5.

Theorem 1.1. Let ` > 5 be an odd integer and let ε > 0 be a real number. There is an integer

n0 := n0(`, ε) such that every C`-divisible graph of order n > n0 with minimum degree at least

(1
2

+ 1
2`−4 + ε)n has a C`-decomposition.

While 1
2

+ 1
2`−4 is very unlikely to be best possible, as we noted above, it cannot be improved

beyond 1
2

+ 1
2`−2 . We prove Theorem 1.1 through combining the seminal results in [1] with two

subsidiary results of our own.

We first require some definitions and notation. A weighted graph W consists of an underlying

graph U , together with an assignment wW of positive weights to the edges of U . We say a

weighted graph W ′ is a scaled copy of W if there is a real number α and an isomorphism f

from the underlying graph of W to the underlying graph of W ′ such that wW ′(e) = αwW (f(e))

for all e ∈ E(W ). A fractional W -decomposition of a graph G is a finite collection G∗ of scaled

copies of W such that the underlying graph of each weighted graph in G∗ is a subgraph of

G and, for each e ∈ E(G), the sum of the weights assigned to e by weighted graphs in G∗ is

exactly 1.

Theorem 1.2. Let Te1,e2,e3 be the weighted K3 in which the edges have weights e1 > e2 > e3.

Every graph of order n with minimum degree at least δ(e1, e2, e3)n has a fractional (Te1,e2,e3)-

decomposition, where

δ(e1, e2, e3) :=
1

2
+ max

{
e3

2e1 + 2e2 − 2e3
,

e2 + e3
8e1 − 2e2 − 2e3

}
.

In particular, Theorem 1.2 implies that, for each integer ` > 3, every graph of order n

with minimum degree at least (1
2

+ 1
2`−4)n has a fractional (T`−2,1,1)-decomposition. There

is no reason to think that the bound of Theorem 1.2 is best possible. However, we show in

Lemmas 2.1 and 2.3 that it cannot be reduced below 1
2

+ max{ e3
2e1+2e2

, e2+e3
8e1+2e2+2e3

}.
For a positive real number η and a graph G with n vertices, an η-approximate decomposition

of G is a decomposition of a subgraph G′ of G such that |E(G′)| > |E(G)|−ηn2. We are able to

use Theorem 1.2 to establish results concerning (integral) decompositions into odd-length cycles

because a fractional (T`−2,1,1)-decomposition of a sufficiently large graph can be transformed

into an approximate C`-decomposition of the same host graph. This is a special case of a more

general result that we state below as Theorem 1.3. Let F be a graph and let {U1, . . . , Uk} be

an indexed partition of V (F ) into independent sets. The condensation of F with respect to

{U1, . . . , Uk} is the weighted graph on vertex set {1, . . . , k} in which the weight of each edge ij

is the number of edges of F that are incident with both a vertex in Vi and a vertex in Vj.

Theorem 1.3. Let F be a graph, let W be a condensation of F , and let η > 0 be a real

number. There is an integer n0 := n0(F, η) such that each graph G of order at least n0 that has

a fractional W -decomposition also has an η-approximate F -decomposition.
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For odd ` > 3, we can consider a tripartition of C` in which two parts contain `−1
2

vertices

and the third part contains only one vertex. So T`−2,1,1 is indeed a condensation of C`.

We are able to obtain results on decompositions, rather than simply on approximate de-

compositions, thanks to results in [1]. For any η > 0 we define δηF to be the infimum of all

nonnegative real numbers δ with the property that, for each sufficiently large integer n, ev-

ery n-vertex graph with minimum degree at least δn has an η-approximate F -decomposition.

The approximate F -decomposition threshold δ0+F is the supremum of δηF over all positive real

numbers η. Using ‘iterative absorption’ techniques, the following is proved in [1].

Theorem 1.4 ([1]). For each integer ` > 3, we have δC` = δ0+C` .

Recall that T`−2,1,1 is a condensation of C` for each ` > 3. This means that, between them,

Theorems 1.2 and 1.3 imply that δ0+C` 6 1
2

+ 1
2`−4 . Thus δC` 6

1
2

+ 1
2`−4 by Theorem 1.4 and

Theorem 1.1 immediately follows.

In Section 2 we introduce some more definitions and notation and prove some lower bounds

on decomposition thresholds that imply the lower bounds we have already mentioned. Next,

in Section 3, we consider fractional decompositions of graphs into weighted triangles and prove

Theorem 1.2. Section 4 is devoted to proving Theorem 1.3 using regularity lemma based

arguments similar to those in [8] and [12]. We examine the implications of our results for

decompositions into tripartite graphs more generally in Section 5 before giving some concluding

thoughts in Section 6.

2 Definitions, notation and lower bounds

Let G be a graph. For a subset A of V (G) we denote by G[A] the subgraph of G induced by

the set A. For disjoint subsets A and B of V (G) we denote by G[A,B] the bipartite subgraph

of G induced by the bipartition {A,B}.
Recall that a weighted graph W consists of an underlying graph U , together with an assign-

ment wW of positive weights to the edges of U . Note that U need not be complete and we do

not allow edges of weight 0. We write V (W ) and E(W ) for V (U) and E(U). Hence we consider

an edge to be present in W if it is assigned any positive weight, otherwise it is absent. Unless

otherwise stated we will assume the assignment of weights to the edges of a weighted graph W

is called wW . We write ‖W‖ for the total weight
∑

e∈E(W )wW (e) of W .

Let W and W ′ be weighted graphs. We say W ′ is a weighted subgraph of W if V (W ′) ⊆
V (W ), E(W ′) ⊆ E(W ) and wW ′(e) 6 wW (e) for each e ∈ E(W ′). We say W and W ′ are

similar with scale factor α if there is an isomorphism f from the underlying graph of W to the

underlying graph of W ′ such that wW ′(e) = αwW (f(e)) for all e ∈ E(W ). We refer to W ′ as a

scaled copy of W . If α = 1, the weighted graphs are congruent and we refer to W ′ as a copy of

W . If f is the identity function, we say W and W ′ are superimposed. A graph can, of course,

be thought of as a weighted graph all of whose edges have weight 1 and we make no distinction

between these objects.

A fractional packing of a weighted graph W is a finite collection W∗ of weighted subgraphs

of W such that, for each e ∈ E(W ), we have
∑

W ′∈W∗(e)wW ′(e) 6 wW (e) whereW∗(e) = {W ′ ∈

3



W∗ : e ∈ E(W ′)}. If each weighted graph in W∗ is a scaled copy of some fixed weighted graph

F , then W∗ is a fractional F -packing. The leftover of W∗ is the spanning weighted subgraph

L of W such that, for each e ∈ E(W ), we have that wL(e) is wW (e)−
∑

W ′∈W∗(e)wW ′(e) if the

latter is positive and e /∈ E(L) if it is 0. A fractional packing whose leftover contains no edges

is a fractional decomposition. Note that we allow fractional packings to contain superimposed

scaled copies of a graph, but these can always be removed if desired by amalgamating the

weights. We write ‖W∗‖ for
∑

W ′∈W∗ ‖W ′‖. For a positive real number η and weighted graph

W with n vertices, an η-approximate fractional decomposition of W is a fractional packing W∗

of W such that ‖W∗‖ > ‖W‖ − ηn2.

For a graph F , the fractional F -decomposition threshold δ∗F is defined as the infimum of

all nonnegative real numbers δ with the property that, for each sufficiently large integer n,

every n-vertex F -divisible graph with minimum degree at least δn has an F -decomposition.

Note that this definition ensures that δ∗F 6 δF because every F -decomposition is a fractional

F -decomposition. For a weighted graph W that is not a graph, we do not define a notion of

W -divisibility and nor do we define δW . Accordingly, we define the fractional W -decomposition

threshold δ∗W as the infimum of all nonnegative real numbers δ with the property that, for

each sufficiently large integer n, every n-vertex graph with minimum degree at least δn has a

W -decomposition.

We now present two lemmas which give lower bounds on fractional decomposition thresholds

of weighted graphs. These provide a limit on how much the upper bound of Theorem 1.2 can

be improved. The first of them also specialises to give the well-known lower bound on the

decomposition thresholds of odd-length cycles that we mentioned previously. These lemmas

will also be of use in Section 5 where we consider decomposition thresholds of various tripartite

graphs. A weighted graph is empty if it has no edges.

Lemma 2.1. Let ρ be a positive real number and let W be a nonempty weighted graph such

that, for every partition {U1, U2} of V (W ), we have ‖W [U1] ∪W [U2]‖ > ρ‖W‖. Then

δ∗W >
1

2
+

ρ

2− 2ρ
.

Proof. Let g := gcd(W ) |E(W )| if W is a graph and g := 1 otherwise. It is clear that we

must have ρ < 1. For a given n ≡ 0 (mod 4g), let V1 and V2 be disjoint vertex sets with

|V1| = |V2| = n
2
. Let h be the largest integer such that h ≡ 0 (mod 2g) and h < ρ

2−2ρn. Let G0

be the vertex disjoint union of an h-regular graph with vertex set V1 and an h-regular graph

with vertex set V2, let G1 be the complete bipartite graph with bipartition {V1, V2}, and let G

be the edge disjoint union of G0 and G1. Observe that G is (n
2

+h)-regular and hence, if W is a

graph, then G is W -divisible since n ≡ 0 (mod 4g) and h ≡ 0 (mod 2g). As n becomes large,

we have that h ∼ ρ
2−2ρn and hence the valency of G is asymptotic to (1

2
+ ρ

2−2ρ)n. So it suffices

to show that G does not have a fractional decomposition into copies of W . By our hypotheses,

any scaled copy W ′ of W in G must have weight at least ρ‖W ′‖ on edges of G0 and hence weight

at most (1− ρ)‖W ′‖ on edges of G1. Thus there cannot be a fractional W -decomposition of G

because
|E(G0)|
|E(G1)| =

1
2hn
1
4n

2
<

ρ

1− ρ ,
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where we used h < ρ
2−2ρn to obtain the inequality.

Taking W to be Te1,e2,e3 and ρ = e3
e1+e2+e3

in Lemma 2.1 shows that the first expression in the

maximum in Theorem 1.2 cannot be improved beyond e3
2e1+2e2

. Also, taking W to be an `-cycle

and ρ = 1
`

in Lemma 2.1, we have the following well-known lower bound for the decomposition

threshold of an odd-length cycle.

Corollary 2.2. For each odd ` > 3, we have δ∗C` >
1
2

+ 1
2`−2 .

Our second lower bound is based on a different partition density condition.

Lemma 2.3. Let ρ < 1 be a real number and let W be a nonempty weighted graph such

that for every partition {U1, U2, U3, U4} of V (W ) into independent sets, we have ‖W [U1, U2] ∪
W [U3, U4]‖ 6 ρ‖W‖. Then

δ∗W >
1

4

(
3−

√
3ρ− 1

1 + ρ

)
>

1

2
+

1− ρ
2 + 6ρ

. (1)

Proof. For any partition {U1, U2, U3, U4} of V (W ) into independent sets we may label the parts

so that ‖W [U1, U2]∪W [U3, U4]‖ > ‖W [U1, U3]∪W [U2, U4]‖, ‖W [U1, U4]∪W [U2, U3]‖ and hence

it must be that ρ > 1
3
. Observe that the second inequality in (1) is equivalent to (3ρ−1

1+ρ
)1/2 6 5ρ−1

1+3ρ

and hence, squaring both sides and simplifying, to the true statement (1−ρ)3 > 0. So it remains

to prove the first inequality in (1).

Let g = gcd(W ) |E(W )| if W is a graph and g = 1 otherwise. Let γ := 1
4
(1 + (3ρ−1

1+ρ
)1/2)

and note that 1
4
6 γ < 1

2
and that the second expression in (1) is 1 − γ. Let n ≡ 0 (mod 4g)

be large and let h be the smallest integer such that h ≡ 0 (mod 2g) and h > γn. Take G

to be the complete 4-partite graph with partition {V1, V2, V3, V4} where |V1| = |V2| = h and

|V3| = |V4| = n
2
− h. Observe that each vertex in G has degree in {n

2
+ h, n− h} and hence, if

W is a graph then G is W -divisible since n ≡ 0 (mod 4g) and h ≡ 0 (mod 2g). As n becomes

large, we have h ∼ γn > n
4

and hence that the minimum degree of G is asymptotic to (1− γ)n.

So it suffices to show that G does not have a fractional decomposition into copies of W . Let

G0 = G[V1, V2] ∪ G[V3, V4] and G1 = G[V1 ∪ V2, V3 ∪ V4] so that G is the edge-disjoint union

of G0 and G1. By our hypotheses, any scaled copy W ′ of W in G must have weight at most

ρ‖W ′‖ on edges of G0 and hence weight at least (1−ρ)‖W ′‖ on edges of G1. Thus there cannot

be a fractional W -decomposition of G because

|E(G0)|
|E(G1)| =

h2 + (n
2 − h)2

2h(n− 2h)
=

n2

8h(n− 2h)
− 1

2
>

1

8γ(1− 2γ)
− 1

2
=

ρ

1− ρ ,

where the inequality is obtained by substituting h > γn, noting that n2

8x(n−2x) is increasing in x

on the interval [n
4
, n
2
).

Taking W to be Te1,e2,e3 and ρ = e1
e1+e2+e3

in the weaker bound in Lemma 2.3 shows that

the second expression in the maximum in Theorem 1.2 cannot be improved beyond e2+e3
8e1+2e2+2e3

.
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3 Fractional decompositions into weighted triangles

In this section we prove Theorem 1.2. The following preliminary lemma is a straightforward

consequence of two classical results on convexity: Hardy, Littlewood and Pólya’s theorem on

majorization [7] and Birkhoff’s theorem on doubly-stochastic matrices [3]. Note that a convex

combination of vectors is a linear combination in which all the coefficients are nonnegative.

Lemma 3.1 ([3, 7]; see also [10]). Suppose a1 > . . . > an > 0 and b1 > · · · > bn > 0 are real

numbers satisfying
∑k

i=1 ai >
∑k

i=1 bi for each k = 1, . . . , n− 1, and
∑n

i=1 ai =
∑n

i=1 bi. Then

(b1, . . . , bn) is a convex combination of the vectors in {(aπ(1), . . . , aπ(n)) : π ∈ Sn}, where Sn is

the set of all permutations of {1, . . . , n}.

Briefly, if we let ~a = (a1, . . . , an) and ~b = (b1, . . . , bn), then from Hardy-Littlewood-Pólya

there exists a doubly-stochastic matrix P such that P~a = ~b, and from Birkhoff’s theorem, P

is a convex combination of permutation matrices. In what follows, we make use of the case

n = 3, noting that the majorization conditions can be reduced in this case to a1 > b1 > 0,

b3 > a3 > 0, and a1 + a2 + a3 = b1 + b2 + b3.

Recall that, for any positive real numbers a, b and c, we let Ta,b,c denote the weighted K3

whose edges have weights a, b and c. We call such graphs weighted triangles. Our next result

characterises when there exists a fractional decomposition of one weighted triangle into scaled

copies of another.

Theorem 3.2. Let w1, w2, w3, e1, e2, e3 be positive real numbers such that w1 > w2 > w3 and

e1 > e2 > e3. Then Tw1,w2,w3 has a fractional (Te1,e2,e3)-decomposition if and only if

w3

w1 + w2 + w3
>

e3
e1 + e2 + e3

and
w1

w1 + w2 + w3
6

e1
e1 + e2 + e3

. (2)

Proof. We first prove the ‘only if’ direction. Considering averages, a fractional (Te1,e2,e3)-

decomposition of Tw1,w2,w3 must contain weighted graphs T ′ and T ′′ such that T ′ has weight at

most w3

w1+w2+w3
‖T ′′‖ on the edge of weight w3 and T ′′ has weight at least w1

w1+w2+w3
‖T ′‖ on the

edge of weight w1 in Tw1,w2,w3 . So, since T ′ and T ′′ are scaled copies of Te1,e2,e3 , their existence

implies, respectively, that the first and second conditions of (2) hold.

Now we prove the ‘if’ direction. Suppose the conditions of (2) hold. Apply Lemma 3.1 in

the case n = 3 with ai taking the role of ei
e1+e2+e3

and bi taking the role of wi
w1+w2+w3

. Then the

conditions of (2) tell us that b3 6 a3 and b1 6 a1. Thus, by Lemma 3.1, (b1, b2, b3) is a convex

combination of the six permuted copies of (a1, a2, a3). It follows by scaling that (w1, w2, w3) is

a nonnegative linear combination of the six permuted copies of (e1, e2, e3), each of which can

be induced by a permutation of the three vertices of a weighted triangle Te1,e2,e3 .

Remark 3.3. If desired, explicit coefficients for a fractional (Te1,e2,e3)-decomposition of Tw1,w2,w3

can be found by solving a certain 3 × 3 system of linear equations in nonnegative rationals.

Although it does not always work to use the same three permutations, say 123, 132, 213, we

found that a nonnegative solution always arises from at least one of three possible 3×3 systems.

This system can be chosen in cases according to the relative sizes of the parameters ei, wi.
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Note that Theorem 3.2 implies that, for fixed e1 > e2 > e3, a graph has a fractional

(Te1,e2,e3)-decomposition if and only if it has a fractional decomposition into weighted triangles

each of which obeys the conditions of Theorem 3.2. Let ` > 3 be an integer. In the case

(e1, e2, e3) = (` − 2, 1, 1), the inequalities in (2) reduce to (` − 1)w3 > w1 + w2 and 2w1 6

(`− 2)(w2 + w3), and it is not difficult to see that the first of these implies the second.

We will use Theorem 3.2 to prove Theorem 1.2. For any edge xy of a graph G, let txy denote

the number of vertices in V (G) \ {x, y} that are adjacent to both x and y. We first prove some

simple facts about the values of txy in graphs with specified minimum degree.

Lemma 3.4. Let γ be a positive real number with γ < 1
2
and let G be a graph with n vertices

and minimum degree at least (1− γ)n. For any adjacent edges e and e′ in G we have

1− 2γ

1− γ 6
te
te′

6
1− γ
1− 2γ

Proof. Without loss of generality it suffices to suppose that te′ 6 te and prove that te
te′

6 1−γ
1−2γ .

Since te′ > (1 − 2γ)n, this holds if te 6 (1 − γ)n. Otherwise te > (1 − γ)n and te′ > te − γn
since e and e′ are adjacent. So we have

te
te′

6
te

te − γn
<

1− γ
1− 2γ

where the last inequality holds because te > (1− γ)n and x
x−γn is decreasing in x.

Lemma 3.5. Let γ be a positive real number with γ < 1
2
and let G be a graph with n vertices

and minimum degree at least (1 − γ)n. Suppose there is a copy of K3 in G with vertex set

{x, y, z} such that txy 6 txz 6 tyz. Then

(i) 1
tyz

> 1−2γ
2−2γ ( 1

txy
+ 1

txz
)

(ii) 1
txy

6 1−γ
2−4γ ( 1

txz
+ 1

tyz
)

Proof. By Lemma 3.4, we have

tyz
txy

+
tyz
txz

6
2(1− γ)

1− 2γ
and

txy
txz

+
txy
tyz

>
2(1− 2γ)

1− γ .

Rearranging the first of these yields (i) and rearranging the second yields (ii).

We can now prove Theorem 1.2.

Proof of Theorem 1.2. Let γ := 1− δ(e1, e2, e3). Suppose G is a graph with n vertices and

minimum degree at least (1 − γ)n. Let K be the set of copies of K3 in G. For each K ∈ K,

let WK be the weighted triangle on vertex set V (K) in which each edge e ∈ E(K) has weight
1
te

. Since each edge e is in exactly te elements of K, it follows that G∗ = {WK : K ∈ K} is

a fractional decomposition of G. It now suffices to show that each W ∈ G∗ has a fractional

(Te1,e2,e3)-decomposition.

Fix W ∈ G∗ and suppose that W is a copy of Tw1,w2,w3 with w1 > w2 > w3. By Lemma 3.5,

w3 > 1−2γ
2−2γ (w1 + w2) and w1 6 1−γ

2−4γ (w2 + w3). Using γ 6 1
2
− e3

2e1+2e2−2e3 , the first of these
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gives us w3

w1+w2
> e3

e1+e2
. Using γ 6 1

2
− e2+e3

8e1−2e2−2e3 , the second of these gives us w1

w2+w3
6 e1

e2+e3
.

Taking reciprocals, adding one to each side, and taking reciprocals again, we see that these

facts are equivalent to the conditions of (2). So by Theorem 3.2, W has a fractional (Te1,e2,e3)-

decomposition and the proof is complete.

4 Approximate decompositions from condensations

Our goal in this section is to prove Theorem 1.3. Our arguments follow those used in [8] and

[12]. Let G be a graph and let A and B be nonempty disjoint subsets of V (G). The density

d(G[A,B]) of G[A,B] is defined to be 1
|A||B| |E(G[A,B])|. For a positive real ε, we say that

G[A,B] is ε-regular if, for every X ⊆ A and Y ⊆ B with |X| > ε|A| and |Y | > ε|B|, we

have |d(G[X, Y ]) − d(G[A,B])| 6 ε. If we also wish to specify the density of G[A,B], we will

say it is (ε, d(G[A,B]))-regular. Further, we say it is (ε, δ ± α)-regular if it is ε-regular and

δ − α 6 d(G[A,B])) 6 δ + α.

Let F be a graph on vertex set {1, . . . , k}. For an integer b and real numbers δ and ε, we

say a graph H is an (F, b, δ, ε)-graph if there is a partition {V1, . . . , Vk} of V (H) such that

• |V1| = · · · = |Vk| = b;

• for all distinct i, j ∈ {1, . . . , k}, H[Vi ∪ Vj] is empty if ij /∈ E(F ); and

• for all distinct i, j ∈ {1, . . . , k}, H[Vi, Vj] is (ε, δ ± ε)-regular if ij ∈ E(F ).

So, roughly speaking, an (F, b, δ, ε)-graph is a graph obtained from F by blowing up each

vertex into an independent set of size b and each edge into an ε-regular bipartite graph of

density appoximately δ. We say a graph is an (F, b,> δ0, ε)-graph if it is an (F, b, δ, ε)-graph

for some δ > δ0. We will make use of the following result from [8].

Lemma 4.1 ([8, Lemma 5]). Let F be a graph and let η and δ0 be given positive reals. There

exist ε := ε(F, η, δ0) and b0 := b0(F, η, δ0) such that, if H is an (F, b,> δ0, ε)-graph with b > b0,

then there is an F -packing of H whose leftover has size at most η|E(H)|.

By Lemma 4.1, it will suffice to find approximate decompositions into (F, b,> δ0, ε)-graphs.

Thus our main goal in this section will be to prove the following lemma.

Lemma 4.2. Let F be a graph, let W be a condensation of F , and let η be a positive real

number. There are positive reals δ0 := δ0(F, η) and ε0 := ε0(F, η) such that the following holds.

For each positive real ε < ε0, there are integers n0 := n0(F, η, ε) and t0 := t0(F, η, ε) such that

each graph G with n > n0 vertices that has a fractional W -decomposition also has, for some

b > n
t0
, an η-approximate decomposition with (F, b,> δ0, ε)-graphs.

A result along the lines of Lemma 4.2 is implicitly proved (but not directly stated) in [8]

and [12]. In those results, however, the hypothesis that G has a fractional W -decomposition is

replaced by the hypothesis that G has a fractional F -decomposition. Our proof of Lemma 4.2

proceeds along similar lines to the proofs in [8] and [12]. The only substantially new idea we

require is encapsulated in Lemma 4.3 below.

For a weighted graph W and a positive integer q, the q-blow up of W is defined to be the

weighted graph Q with V (Q) = V (W )× {1, . . . , q} in which, for all i, j ∈ {1, . . . , q}, the edge
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{(x, i), (y, j)} is present and has weight wW (xy) if xy ∈ E(W ) and is absent otherwise. So,

informally, Q is obtained from W by blowing up each vertex into q vertices and each edge into

a scaled copy of Kq,q each of whose edges has the weight of the original edge.

Lemma 4.3. Let F be a graph, let W be the condensation of F with respect to an indexed

partition {U1, . . . , Uk}, and let q = max{|U1|, . . . , |Uk|}. The q-blow up of W has a fractional

F -decomposition.

Proof. Let Q be the q-blow up of W and note that V (Q) = {1, . . . , k} × {1, . . . , q}. Say an

injection a from V (F ) to V (Q) is partition respecting if, for all i ∈ {1, . . . , k} and x ∈ Ui, we

have a(x) = (i, j) for some j ∈ {1, . . . , q}. Let A be the set of all partition respecting injections.

We will form a set {Qa : a ∈ A} of weighted subgraphs of Q. For each e ∈ E(Q) we do as

follows. Let

Ae = {a ∈ A : a(f) = e for some f ∈ E(F )} and δe =
wQ(e)

|Ae|
.

The edge e will be present in each weighted graph in {Qa : a ∈ Ae} with weight δe and will not

be present in any weighted graph in {Qa : a ∈ A \ Ae}. This completely defines the weighted

graphs in {Qa : a ∈ A}. Furthermore, it is clear that these weighted graphs form a fractional

decomposition of Q.

It remains to show that each graph in {Qa : a ∈ A} is a scaled copy of F . Fix a0 ∈ A.

We will show that Qa0 is a scaled copy of F with each edge having weight 1
|A|q

2. Let Pa0 =

{{a0(x), a0(y)} : xy ∈ E(F )}. From the definition of Qa0 , it is clear that for any e ∈ E(Q) \P ,

we have e /∈ E(Qa0). So it suffices to show, for each e ∈ Pa0 , that wQa0 (e) = 1
|A|q

2.

Fix distinct i, i′ ∈ {1, . . . , k} and let Eii′ = {{(i, j), (i′, j′)} : j, j′ ∈ {1, . . . , q}}. We have∑
e∈Eii′

|Ae| = wW (ii′)|A|

since each a ∈ A contributes 1 to exactly wW (ii′) terms in the sum. Furthermore, by symmetry,

each of the q2 terms of the sum are equal. Thus, for each e ∈ Eii′ , we have |Ae| = 1
q2
wW (ii′)|A| =

1
q2
wQ(e)|A| and hence δe = 1

|A|q
2. It follows that for each e ∈ Pa0 we have wQa0 (e) = δe =

1
|A|q

2.

In order to prove Lemma 4.2 we introduce some tools from elsewhere. A partition is equitable

if any two of its parts differ in size by at most 1. We use the following form of the regularity

lemma.

Lemma 4.4. Let ε > 0 be a real number and m0 be an integer. There is an integer m1 :=

m1(ε,m0) such that, for every graph G of order n > m1, there is an equitable partition

{V1, . . . , Vm} of V (G) such that m0 6 m 6 m1 and
∑
{i,j}∈I |Vi||Vj| 6 εn2 where I is the

set of all distinct pairs {i, j} ⊆ {1, . . . ,m} for which G[Vi, Vj] is not ε-regular.

An ε-regular bipartite graph can be decomposed into subgraphs that retain the regularity

property. This can be established using a random partition. The following formulation is from

[5].
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Lemma 4.5 ([5, Lemma 4.8]). Let W be the condensation of F with respect to an indexed

partition {U1, . . . , Uk}. Assume 0 < 1
b
� ε� δ1, . . . , δ` 6 δ 6 1 and suppose that

∑`
i=1 δi 6 δ.

Let G be an (ε, δ)-regular bipartite graph with partition {U, V } where |U | = |V | = b. Then G

can be decomposed into spanning subgraphs G0, . . . , G` such that G0 is empty if
∑`

i=1 δi = δ and

Gi is (ε1/12, δi ± ε1/12)-regular for each i ∈ {1, . . . , `}.

We also use the following result from [8].

Lemma 4.6 ([8, Lemma 7]). Let F be a graph and η be a positive real number. There exists a

positive real δ0 := δ0(F, η) such that, for any weighted graph Q in which each edge has weight

at most 1, if Q has a fractional F -decomposition, then it also has an η-approximate fractional

F -decomposition in which the weight of each edge in each copy of F is at least δ0.

We are now in a position to prove Lemma 4.2.

Proof of Lemma 4.2. By Lemma 4.6, take δ0 := δ0(F, η) such that every weighted graph

that has a fractional F -decomposition also has an η
4
-approximate fractional F -decomposition

in which the weight of each edge of each copy of F is at least 2δ0. Let v = |V (F )| and let

q = max{|U1|, . . . , |Uk|}. Take ε0 := 1
8
ηδ0 and let ε < ε0 be a positive real. Take ε1 and ε2 to be

positive reals such that ε1 � ε2 � ε. Let m1 := m1(ε1, d 8ηv
2e) be as given by Lemma 4.4 and

let t0 :− d 8
η
qv2m1e. Finally take G to be a graph of order n where n is large relative to all the

constants defined so far, and assume there is a fractional W -decomposition G∗ of G.

By Lemma 4.4 there is an equitable partition {V ′1 , . . . , V ′m′} of V (G) such that 1
η
8v2 6 m′ 6

m1 and
∑
{i,j}∈I |V ′i ||V ′j | 6 ε1n

2 where I is the set of all distinct pairs {i, j} ⊆ {1, . . . ,m′} for

which G[V ′i , V
′
j ] is not ε1-regular. Let b = b ηn

4qv2m′
c and note that b > n/t0. Our first step is to

refine the partition {V ′1 , . . . , V ′m′} into a new one with more desirable properties. We claim we

can find a partition {V0, . . . , Vm} of V (G) such that

• |V1| = · · · = |Vm| = bq and |V0| < bqm′;

• for each j ∈ {1, . . . ,m′}, |V ′j ∩ V0| < bq and V ′j \ V0 is a union of classes in {V1, . . . , Vm};
• the sum of the weights of the weighted graphs in G∗ that have two or more vertices in

any part in {V1, . . . , Vm} is at most η
8
n2.

Consider randomly partitioning each part in {V ′1 , . . . , V ′m′} into some number of parts of size

bq and one (possibly trivial) part of size less than bq. Let V1, . . . , Vm be the resultant parts of

size bq and V0 be the union of all the parts of size less than bq. Clearly |V0| < bqm′. Since

|Vi| > b nm′ c for each i ∈ {1, . . . ,m′} the probability that a given pair of vertices lie together in

a part in {V1, . . . , Vm} is certainly less than bq/b n
m′
c 6 2

n
bqm′ (using n� m′). Thus, using the

union bound, the probability that a given scaled copy of W has two or more vertices in any

part in {V1, . . . , Vm} is less than

2bqm′

n

( |V (W )|
2

)
<

bv2qm′

n
6

η

4

using the definition of b. Thus the expected sum of the weights of the weighted graphs in G∗

that have two or more vertices in any part in {V1, . . . , Vm} is less than η
4
|E(G)| < η

8
n2. So our

claim follows.
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Our next step is to restrict our attention to only those weighted graphs in G∗ for which

every edge is in an ε2-regular bipartite graph and show that, in doing so, we do not lose too

much weight. Let G∗∗ be the fractional packing of G that contains every weighted graph in G∗

except those which:

• have two or more vertices in some part in {V1, . . . , Vm}, or

• have an edge in a bipartite graph G[Vi, Vj] that is not ε2-regular.

We may assume ε2 >
8
η
v2ε1. For all distinct i, j ∈ {0, . . . ,m}, if Vi and Vj are subsets of

distinct parts of an ε1-regular bipartite graph then, by the definition of ε1-regular, G[Vi, Vj] is

( 1
bq
d n
m′
eε1)-regular. Using the definition of b, we have 1

bq
d n
m′
eε1 < 8

η
v2ε1 < ε2. Thus G[Vi, Vj] is

ε2-regular unless one of the following holds.

• 0 ∈ {i, j}. At most bqm′n edges can be in such graphs.

• Vi ∪ Vj ⊆ V ′h for some h ∈ {1, . . . ,m′}. At most m′
(dn/m′e

2

)
edges can be in such graphs.

• Vi ⊆ V ′g and Vj ⊆ V ′h for some distinct g, h ∈ {1, . . . ,m′} such that G[V ′g , V
′
h] is not

ε1-regular. At most ε1n
2 edges can be in such graphs.

So the number of edges in graphs G[Vi, Vj] that are not ε2-regular is at most

ε1n
2 +m′

(dn/m′e
2

)
+ bqm′n 6

(
ε1 +

1

m′ +
η

4v2

)
n2 6

η

2v2
n2,

using ε1,
1
m′
< η

8v2
. The sum of the weights of graphs in G∗ that use these edges can be at most

‖W‖ times this quantity, and ‖W‖ 6
(
v
2

)
. Hence,

‖G∗∗‖ > |E(G)| − η

8
n2 −

(
v

2

)
η

2v2
n2 > |E(G)| − η

2
n2. (3)

We will now define a weighted graph that records the ‘density’ of weight used by weighted

graphs in G∗∗ between the partition classes in {V1, . . . , Vm} and find a fractionalW -decomposition

of this graph by amalgamating G∗∗ in the natural way. We can then use Lemma 4.3 to find a

fractional F -decomposition of a blow up of this graph. Let R be the weighted graph with vertex

set {1, . . . ,m} in which edge ij is absent if no graph in G∗∗ contains an edge of G[Vi, Vj] and oth-

erwise wR(ij) is 1
b2q2

times the sum of the total weight assigned to the edges in E(G[Vi, Vj]) by

the weighted graphs in G∗∗. Note that ‖R‖ = 1
b2q2
‖G∗∗‖ and that, if ij ∈ E(R), then G[Vi, Vj] is

ε2-regular and ij has weight at most d(G[Vi, Vj]) 6 1. We define a fractional W -decomposition

R∗ of R as follows. For each W ′ ∈ G∗∗ we add to R∗ a weighted graph that is similar to W ′

with scale factor 1
b2q2

under an isomorphism that maps each x ∈ V (W ′) to the i ∈ {1, . . . ,m}
such that x ∈ Vi.

Since there is a fractional W -decomposition of R, Lemma 4.3 implies there is a fractional

F -decomposition of the q-blow up Q of R. Hence, by our definition of δ0, there is a fractional

F -packing Q∗ = {Q1, . . . , Qz} of Q such that each edge of each scaled copy of F in Q∗ has

weight at least 2δ0 and

‖Q∗‖ > ‖Q‖ − η

4
(mq)2 = q2‖R‖ − η

4
(mq)2 =

1

b2
‖G∗∗‖ − η

4
(mq)2. (4)

We complete the proof by refining the partition {V1, . . . , Vm} in such a way that Q ap-

proximately (but not exactly) represents the number of edges in (qε2)-regular bipartite graphs
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between the refined classes. We will then be able to use Lemma 4.5 to convert Q∗ into the

η-approximate decomposition of G with (F, b,> δ0, ε)-graphs that we require. Subdivide each

partition class Vi ∈ {V1, . . . , Vm} into q parts Vi,1, . . . , Vi,q, each of size b. Notice that if G[Vi, Vi′ ]

is (ε2, δ)-regular, then G[Vi,j, Vi′,j′ ] is (qε2, δ± ε2)-regular for all j and j′. We now define a pack-

ing G = {H1, . . . , Hz} of G. For each edge e = {(i, j), (i′, j′)} of Q we do as follows. Let Ce be

the set of integers h in {1, . . . , z} for which the weighted graph Qh contains edge e. Now use

Lemma 4.5 to colour (some of) the edges of G[Vi,j, Vi′,j′ ] with colours in Ce in such a way that

colour class h induces an (ε, δh ± ε)-regular bipartite graph where δh = (1 − ε2)wh and wh is

the weight of each edge of Qh. This is a valid application of Lemma 4.5 because∑
h∈Ce

δhe 6 (1− ε2)wQ(e) = (1− ε2)wR(ii′) 6 (1− ε2)d(G[Vi, Vi′ ]) 6 d(G[Vi,j, Vi′,j′ ]).

Here we used, in order, the fact that Q∗ is a packing of Q, the definition of Q, and the definition

of R. For each h ∈ {1, . . . , z}, let Hh be the graph induced by the edges of colour h and note

that Hh is a (F, b, δh, ε)-graph and in particular, since wh > 2δ0, a (F, b,> δ0, ε)-graph.

It only remains to show that the graphs in G use sufficiently many edges. We have

‖G‖ =
z∑

h=1

|E(Hh)| >
z∑

h=1

b2(δh − ε)|E(F )| >
(

1− ε

δ0

)
b2

z∑
h=1

δh|E(F )| =

(
1− ε

δ0

)
b2

z∑
h=1

(1− ε2)‖Q‖ =
(

1− ε

δ0

)
(1− ε2)b2‖Q∗‖, (5)

where in the second inequality we used the fact that δh > δ0 for each h ∈ {1, . . . , z}. Finally,

we observe that, using (4) and (3),

b2‖Q∗‖ > ‖G∗∗‖ − η

4
(bmq)2 > ‖G∗∗‖ − η

4
n2 > |E(G)| − 3η

4
n2. (6)

Thus, from (5) and (6)

‖G‖ > (1− ε2)
(

1− ε

δ0

)(
|E(G)| − 3η

4
n2
)
>
(

1− η

4

)(
|E(G)| − 3η

4
n2
)
> |E(G)| − ηn2

where we used ε2 < ε < 1
8
ηδ0. This completes the proof.

Theorem 1.3 can be proved by combining Lemmas 4.1 and 4.2.

Proof of Theorem 1.3. Fix F and η, and let W be a condensation of F . Let δ0 := δ0(F, η/2)

and ε0 := ε0(F, η/2) be the constants given by Lemma 4.2. Now let ε := ε(F, η/2, δ0) and

b0 := b0(F, η/2, δ0) be the constants given by Lemma 4.1 and let ε∗ = min{ε0, ε}. By Lemma 4.2

there are integers n0 := n0(F, η/2, ε
∗) and t0 := t0(F, η/2, ε

∗) such that each graph G with

n > n0 vertices that has a fractional W -decomposition also has, for some b > n
t0

, a packing G
with (F, b,> δ0, ε)-graphs whose leftover has size at most η

2
n2. Assuming n > max{n0, b0t0},

then b > b0. By Lemma 4.1, each graph H ∈ G has an F -packing whose leftover has size at

most η
2
|E(H)|. Taking the union of these packings produces an F -packing of G whose leftover
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has size at most
ηn2

2
+
∑
H∈G

η|E(H)|
2

<
ηn2

2
+
ηn2

4
< ηn2.

5 Decompositions into tripartite graphs

In this section, we consider the more general case of F -decompositions for tripartite graphs F .

Note that the decomposition thresholds of bipartite graphs are completely classified in [6]: all

are in {0, 1
2
, 2
3
}. It is also shown in [6] that δF 6 δKχ(F )

for any graph F with chromatic number

χ(F ). So in particular δF 6 δK3 6 (7 +
√

21)/14 / 0.827 for each tripartite graph F . We make

use of the following result of [6] which, like Theorem 1.4, was proved using iterative absorption

methods.

Theorem 5.1 ([6]). Let F be a graph with chromatic number χ. Then δF 6 max{δ0+F , 1− 1
χ+1
}.

In conjunction with our results, this means we can say the following about the decomposition

thresholds of tripartite graphs.

Theorem 5.2. Suppose F is a tripartite graph with tripartition {V1, V2, V3} and F [V1, V2],

F [V1, V3] and F [V2, V3] have e1, e2 and e3 edges, respectively, where e1 > e2 > e3. Then

δF 6 max{δ(e1, e2, e3), 34}.

Proof. Note that Te1,e2,e3 is a condensation of F . So, between them, Theorems 1.2 and 1.3

imply that δ0+F 6 δ(e1, e2, e3). So the result follows by applying Theorem 5.1.

Note that the bound of Theorem 5.2 will be 3
4

when both e3 6 1
3
(e1 +e2) and e1 > 3

4
(e2 +e3)

hold, and will be δ(e1, e2, e3) otherwise. We now consider the family of complete tripartite

graphs Ka,1,1. Note that K2,1,1 is K−4 , the graph obtained from K4 by removing an edge. We

have the following.

Corollary 5.3.

• 0.655 / 1
28

(21−
√

7) 6 δK−4 6 4
5

• 0.605 / 1
12

(9−
√

3) < 1
4
(3− ( a−1

3a+1
)1/2) 6 δKa,1,1 6

3
4
for each integer a > 3.

Proof. In both cases the upper bound is obtained by applying Theorem 5.2 with e1 = e2 = a

and e3 = 1. The immediate lower bounds are obtained from applying Lemma 2.3 with ρ = a
2a+1

(this lower bound is superior to the bound of Lemma 2.1 in all these cases).

Unlike the family of odd-length cycles, we see that the fractional decomposition thresholds

of these graphs are bounded away from 1
2
. To see a different behaviour, we consider the family

of complete tripartite graphs Ka,a,1. For these graphs, our results do not rule out the possibility

that the decomposition thresholds approach 1
2

as a becomes large.

Corollary 5.4. 1
2

+ 1
2a+a

6 δKa,a,1 6
3
4
for each integer a > 2.

Proof. The upper bound is obtained by applying Theorem 5.2 with e1 = a2 and e2 = e3 = a.

The immediate lower bounds are obtained from applying Lemma 2.1 with ρ = a
a2+2a

= 1
a+2

(this lower bound is superior to the bound of Lemma 2.3 in all these cases).
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6 Conclusion

We have explored a method based on condensations, coupled with graph regularity and frac-

tional decompositions into weighted graphs. With this, we have lowered the best known mini-

mum degree threshold sufficient for F -decompositions for various tripartite graphs F , including

K−4 and odd cycles C`. In the latter case, as ` grows, our threshold approaches 1
2

fairly rapidly

compared with previous work.

Our results in Section 5 concerning general tripartite graphs were limited because Theo-

rem 5.1 cannot provide bounds better than 3
4

in the case of tripartite F . It would be interesting

to investigate whether this limitation can be overcome for at least some tripartite graphs. The

method of condensation can generalise to handle graphs F with χ(F ) = k > 3. This motivates

both the study of fractional decomposition thresholds for weighted copies of Kk, as well as the

possibility of more general improvements on the 1− 1
χ+1

term in Theorem 5.1.

Another interesting question, even for tripartite F , would be whether the absorber methods

of [2] can be adapted to weighted cliques. If so, this could lead via condensation to degree

thresholds for multipartite host graphs G. The fractional side of this problem can be attacked

with existing methods, though the resulting minimum degree bounds are likely to be worse

than for dense host graphs.
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