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Probability and Measure

Hand-out 2

Convergence of random variables

Let X, Xn : Ω → R be random variables on a probability space(Ω,A, P) with distributionsµ, µn.
There are several concepts of convergence of random variables, which are summarised in the following:

(i) Xn → X everywhereor pointwiseif Xn(ω) → X(ω) for all ω ∈ Ω asn →∞ .

(ii) Xn
a.s.−→ X almost surely(a.s.) if P(Xn 6→ X) = 0 .

(iii) Xn
P−→ X in probability if ∀ ε > 0 : P(|Xn −X| > ε) → 0 asn →∞ .

(iv) Xn
Lp

−→ X in Lp for p ∈ [1,∞], if ‖Xn −X‖p → 0 asn →∞ .

(v) Xn
D−→ X in distributionor in law if P(Xn ≤ x) → P(X ≤ x) asn →∞, for all continuity

points ofP(X ≤ x). Since equivalent to (vi), this is often also calledweak convergence.

(vi) µn ⇒ µ weaklyif
∫

R
f dµn →

∫
R

f dµ for all f ∈ Cb(R, R) .

The following implications hold (q ≥ p ≥ 1):

Xn → X ⇒ Xn
a.s.−→ X ⇒

Xn
P−→ X ⇒ Xn

D−→ X ⇔ µn ⇒ µ

Xn
Lq

−→ X ⇒ Xn
Lp

−→ X
⇒

Proofs are given in Theorem 2.10, Proposition 2.11 (see below), Theorem 3.9 (see next page), Corollary
5.3 and example sheet question 3.2.

Proof. of Proposition 2.11: Xn
P−→ X ⇒ Xn

D−→ X

SupposeXn
P−→ X and write Fn(x) = P(Xn ≤ x) , F (x) = P(X ≤ x) for the distr. fcts.

If ε > 0, Fn(x) = P
(
Xn ≤ x, X ≤ x+ ε

)
+P

(
Xn ≤ x, X > x+ ε

)
≤ F (x+ ε)+P(|Xn−X| > ε) .

Similarly, F (x− ε) = P
(
X ≤ x− ε, Xn ≤ x

)
+P

(
X ≤ x− ε, Xn > x

)
≤ Fn(x)+P(|Xn−X| > ε).

Thus F (x− ε)− P(|Xn −X| > ε) ≤ Fn(x) ≤ F (x + ε) + P(|Xn −X| > ε) , and asn →∞

F (x− ε) ≤ lim inf
n

Fn(x) ≤ lim sup
n

Fn(x) ≤ F (x + ε) for all ε > 0 .

If F is continuous atx, F (x− ε) ↗ F (x) andF (x + ε) ↘ F (x) asε → 0, proving the result. 2



Proof. of Theorem 3.9: Xn
D−→ X ⇔ µn ⇒ µ

SupposeXn
D−→ X. Then by the Skorohod theorem 2.12 there existY ∼ X andYn ∼ Xn on a common

probability space(Ω,A, P) such that, f(Yn) → f(Y ) a.e. sincef ∈ Cb(R, R). Thus∫
R

f dµn =
∫

Ω
f(Yn) dP →

∫
Ω

f(Y ) dP =
∫

R
f dµ and µn ⇒ µ by bounded convergence.

Supposeµn → µ and lety be a continuity point ofFX .

For δ > 0, approximate1(−∞,y] by fδ(x) =
{

1(−∞,y](x) , x 6∈ (y, y + δ)
1 + (y − x)/δ , x ∈ (y, y + δ)

such that

∣∣∣ ∫
R
(1(−∞,y]−fδ) dµ

∣∣∣ ≤ ∣∣∣ ∫
R

gδ dµ
∣∣∣ where gδ(x) =


1+(x−y)/δ , x 6∈ (y−δ, y)
1+(y−x)/δ , x ∈ [y, y+δ)

0 , otherwise
.

The same inequality holds forµn for all n ∈ N. Then asn →∞∣∣FXn(y)− FX(y)
∣∣ =

∣∣∣ ∫
R
1(−∞,y] dµn −

∫
R
1(−∞,y] dµ

∣∣∣ ≤
≤

∣∣∣ ∫
R

gδ dµn

∣∣∣ +
∣∣∣ ∫

R
gδ dµ

∣∣∣ +
∣∣∣ ∫

R
fδ dµn −

∫
R

fδ dµ
∣∣∣ → 2

∣∣∣ ∫
R

gδ dµ
∣∣∣ ,

sincefδ, gδ ∈ Cb(R, R). Now,
∣∣ ∫

R gδ dµ
∣∣ ≤ µ

(
(y − δ, y + δ)

)
→ 0 asδ → 0 , sinceµ

(
{y}

)
= 0,

soXn
D−→ X. 2

Skorohod representation theorem
For all probability distribution functionsF1, F2, . . . : R → [0, 1] there exists a probability space
(Ω,A, P) and random variablesX1, X2, . . . : Ω → R such thatXn has distribution functionFn.

(a) TheXn can be chosen to be independent.

(b) If Fn → F for all continuity points of the probability distribution functionF , then theXn can also
be chosen such thatXn → X a.s. with X : Ω → R having distribution functionF .

Proof. Consider the probability space(Ω,A, P) whereΩ = (0, 1],A = B
(
(0, 1]

)
andP is the restriction

of Lebesgue measure toA. For eachn ∈ N defineGn : (0, 1] → R , Gn(ω) = inf
{
x : ω ≤ Fn(x)

}
.

(b) In problem 2.4 it is shown thatXn = Gn are random variables with distribution functionsFn and
thatXn → X a.s. under the assumption in (b), whereX(ω) = G(ω) is defined analogously.
(a) Eachω ∈ Ω has a unique binary expansionω = 0.ω1ω2ω3 . . ., where we forbid infinite sequences
of 0’s. TheRademacher functionsRn : Ω → {0, 1} are defined asRn(ω) = ωn. Note that

R1 = 1( 1
2
,1] , R2 = 1( 1

4
, 1
2
] + 1( 3

4
,1] , R3 = 1( 1

8
, 1
4
] + 1( 3

8
, 1
2
] + 1( 5

8
, 3
4
] + 1( 7

8
,1] , . . .

thus in general Rn = 1An where An =
2n−1⋃
k=1

In,k and In,k =
(2k − 1

2n
,
2k

2n

]
.

With problem 1.11 theRn are independent if and only if theAn are. To see this, taken1 < . . . < nL for
someL ∈ N and we see thatAn1 , . . . , AnL are independent by induction, using that

P(Inl,k ∩Anl+1
) = 1

2P(Inl,k) = P(Inl,k) P(Anl+1
) for all k = 1, . . . , 2nl−1 ,

and thus P(An1 ∩ . . . ∩Anl
∩Anl+1

) = P(An1 ∩ . . . ∩Anl
) P(Anl+1

) .

Now choose a bijection m : N2 → N and set Yk,n = Rm(k,n) and Yn =
∞∑

k=1

2−kYk,n .

ThenY1, Y2, . . . are independent andP
(
i 2−k < Yn ≤ (i + 1) 2−k

)
= 2−k for all n, k, i .

ThusP(Yn ≤ x) = x for all x ∈ (0, 1]. SoXn = Gn(Yn) are independent random variables with
distributionFn, which can be shown analogous to (b). 2


