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Probability and Measure

Hand-out 2

Convergence of random variables

Let X, X,, : © — R be random variables on a probability sp&te A, P) with distributionsy, i, .
There are several concepts of convergence of random variables, which are summarised in the following:

() X,, — X everywherer pointwiseif X, (w) —» X(w) foralw e Qasn — oo.
(i) X, %% X almostsurelya.s) if P(X, 4 X)=0.
(i) X, L.x in probabilityif Ve>0 : P(|X, - X|>¢ —0 asn— .
(iv) X, 25X inLrforpe(l,00], if |X,—X|p—0 asn— oco.

(v) X, L, X in distributionor in law if P(X, <z) — P(X < z)asn — oo, for all continuity
points of P(X < x). Since equivalent to (vi), this is often also calledak convergence

(Vi) pn = weaklyif /fdun — / fdu forall f € Cyp(R,R) .
R R

The following implications hold (> p > 1):

X,—»X = X,3X
b p D
Xpn—X = X,—X & uy=u

X, x = Xnﬁuc//Z

Proofs are given in Theorem 2.10, Proposition 2.11 (see below), Theorem 3.9 (see next page), Corollary
5.3 and example sheet question 3.2.

Proof. of Proposition 2.11: X, L.x = X, Pox

SupposeX, L, X and write F.(z) =P(X, <z),F(x) =P(X <z) forthedistr. fcts.
Ife>0, Fo(z) =P(Xpn <2, X <z+e)+P(X, <z, X >z+4¢) < Flz+e)+P(|X,—X]| >¢).
Similarly, F(z—¢) =P(X <z—¢, X, <z)+P(X <z —¢, X;, > z) < F(2) +P(|Xn—X]| > ).
Thus F(x —¢) —P(|X, — X| >¢€) < F(x) < F(x +¢) + P(|X, — X| >¢€), andasi — oo

F(x —¢) <liminf F,,(z) < limsup F,,(z) < F(x +¢) foralle>0.

If F'is continuous at, F'(z —¢) / F(x) andF(z + €) \, F(x) ase — 0, proving the result. O



Proof. of Theorem 3.9: X, P x = M = 1

SupposeX,, L. X. Then by the Skorohod theorem 2.12 there eXist X andY,, ~ X,, on a common
probability spacé(, A, P) such that, f(Y,) — f(Y)a.e. sincef € C,(R,R). Thus

/fdun:/f(Yn)dIP’a/f(Y)dP:/fdu and u, = by bounded convergence
R Q Q R

Suppose:,, — p and lety be a continuity point of’y.
]l(—oo,y} ((E) y L ¢ (y7 Y+ 5)

I+(z—y)/d , x & (y—4,y)

‘/(M—oo,y}—fé)du‘ < ‘/gadﬂ( where gs(z) =  1+(y—2)/6 , = € [y.y+9) .
R R 0 , otherwise

Ford > 0, approximatel ., by fs(z) = { such that

The same inequality holds fer, for all n € N. Then as» — oo

B, = Fx)] = | [ 1o~ [ 1oy du] <
R R

<| [ gsaun| +| [gsdu|+| [ sdma~ [ sadu| =2 [ gsan].
R R R R R

sincefs, g5 € Co(R,R). Now, | [ gsdu| < u((y — 6,y +0)) — 0assd — 0, sinceu({y}) =0,
s0X, = X.

Skorohod representation theorem
For all probability distribution functionsFy, F»,... : R — [0,1] there exists a probability space
(Q, A, P) and random variables(;, X», . .. :  — R such thatX,, has distribution functiorf’,.

(a) TheX,, can be chosen to be independent.

(b) If F,, — F for all continuity points of the probability distribution functidn, then theX,, can also
be chosen such thaf,, — X a.s. with X : Q — R having distribution functiorf.

Proof. Consider the probability spa¢@, A, P) whereQ = (0, 1], A = B((0, 1]) andP is the restriction
of Lebesgue measure . For eacm € N defineG,, : (0,1] = R, Gp(w) =inf{z : w < F,(z)}.
(b) In problem 2.4 it is shown that,, = G,, are random variables with distribution functioAs and
that X,, — X a.s. under the assumption in (b), whekgw) = G(w) is defined analogously.

(&) Eachw € Q has a unique binary expansien= 0.wiwaws . . ., Where we forbid infinite sequences
of 0's. TheRademacher functionsR,, : @ — {0, 1} are defined a®,,(w) = w,. Note that

Rl == ]1(%71] 5 RQ — ﬂ( %] + ﬂ(%vl] 5 R3 == 1(%7%} + ]1(%7%] + ﬂ(%V%] + 1(%71] 5
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. 2k—-1 2
thusin general R, = 1,4, where A, = U I, and I, = ( i k}

k=1
With problem 1.11 thek,, are independent if and only if th&, are. To see this, take, < ... < ny, for
someL € N and we see that,, , ..., A,,, are independent by induction, using that

P(Ln e N Anyyy) = 3P(Iny i) = P(Ly k) P(Ap,,,) forallk=1,....2m7",
andthus  P(A,, N...NAy NAy, ) =P(Ay N...NAy)P(Ay, ) .

ni41

o
Now choose a bijectionm : N> — N and set Y, = R,y and Y, = Z 27 Yim -
k=1
ThenYy, Y, ... are independent andP(i27" <Y, < (i +1)27%) =27 foralln,k,i .
ThusP(Y,, < z) = zforall x € (0,1]. SoX, = G,(Y,) are independent random variables with
distribution F,,, which can be shown analogous to (b). O



