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Probability and Measure

Example sheet 2

Unless otherwise specified, let(E, E) be a measurable space and(Ω,A, P) be a probability space.

2.1 Let fn : E → R, n ∈ N beE/B-measurable functions. Show that also the following functions,
with values inR∗ = R ∪ {−∞,∞}, are measurable:

(a) f1 + f2 (b) inf
n∈N

fn (c) sup
n∈N

fn (d) lim inf fn (e) lim sup fn

(f) Deduce further that:
{
x ∈ E : fn(x) converges asn →∞

}
∈ E

2.2 Let f : E → Rd be written in the formf(x) =
(
f1(x), . . . , fd(x)

)
. Show thatf is measurable

w.r.t. E andB(Rd) if and only if eachfi : E → R is measurable w.r.t.E andB.

2.3 Skorohod representation theorem
Let F, Fn, n ∈ N be probability distribution functions such thatF (x) = limn→∞ Fn(x) for all
x ∈ R at whichF is continuous. Show that there exists a probability space(Ω,A, P) together with
random variablesX, Xn : Ω → R such that:

(a) X has distribution functionF ,

(b) Xn has distribution functionFn ,

(c) Xn → X almost surely asn →∞ .

2.4 Let X, Y be random variables on(Ω,A, P). Show thatX andY are independent if and only if

P
(
X ≤ x, Y ≤ y

)
= P(X ≤ x) P(Y ≤ y) for all x, y ∈ R .

2.5 Let X1, X2, . . . be random variables with Xn =
{

n2 − 1 with probability1/n2

−1 with probability1− 1/n2 .

Show that E
(X1 + · · ·+ Xn

n

)
= 0 but

X1 + · · ·+ Xn

n
→ −1 almost surely.

2.6 Let X1, X2, . . . be independent random variables with distribution uniform on[0, 1]. Let An be
the event that a record occurs at timen, that is,

An =
{
ω ∈ Ω : Xn(ω) > Xm(ω) for all m < n

}
.

(a) Find the probability ofAn and show thatA1, A2, . . . are independent.

(b) Deduce that, with probability one, infinitely many records occur.



2.7 Let X1, X2, . . . be independent random variables with distributionN (0, 1). Prove that

lim sup
n

(
Xn/

√
2 log n

)
= 1 a.s.

2.8 Let X be a non-negative integer-valued random variable.

(a) Show that E(X) =
∞∑

n=1

P(X ≥ n).

(b) Deduce that, ifE(X) = ∞ andX1, X2, . . . are iid random variables with the same distribu-
tion asX, lim sup(Xn/n) ≥ 1 a.s. and indeed lim sup(Xn/n) = ∞ a.s.

(c) Now suppose thatY1, Y2, . . . is any sequence of iid random variables withE|Y1| = ∞. Show
that lim sup(|Yn|/n) = ∞ a.s. and indeed lim sup(|Y1 + · · ·+ Yn|/n) = ∞ a.s.

2.9 Show that, asn →∞,

(a)
∫ ∞

0
sin(ex)/

(
1 + nx2

)
dx → 0 , (b)

∫ 1

0
(n cos x)/

(
1 + n2x3/2

)
dx → 0 .

2.10 Show that the function f(x) = x−1 sinx is not Lebesgue integrable over[1,∞) but that

lim
y→∞

∫ y

0
f(x) dx =

π

2
. (use e.g. Fubini’s theorem andx−1 =

∫∞
0 e−xt dt)

2.11 Let u, v : R → R be differentiable on[a, b] with continuous derivativesu′ andv′.
Show that fora < b∫ b

a
u(x) v′(x) dx =

[
u(b) v(b)− u(a) v(a)

]
−

∫ b

a
u′(x) v(x) dx .

2.12 Let φ : [a, b] → R be continuously differentiable and strictly increasing. Show that for all contin-
uous functionsg on

[
φ(a), φ(b)

]
∫ φ(b)

φ(a)
g(y) dy =

∫ b

a
g
(
φ(x)

)
φ′(x) dx .

2.13 Let µ be aσ-finite measure on(E, E) and letf : E → [0,∞) beE/B-measurable. Show that

µ(f) =
∫ ∞

0
µ(f ≥ λ) dλ .

2.14 The moment generating functionφ of a real-valued random variableX is defined by

φ(θ) = E
(
eθX

)
, θ ∈ R.

(a) Show thatI = {θ : φ(θ) < ∞} is an interval and find examples forI = R, {0} and(−∞, 1).

Assume for simplicity thatX ≥ 0 from now on.

(b) Show that ifI contains a neighbourhood of 0 thenX has finite moments of all orders given

by E(Xn) =
( d

dθ

)n∣∣∣
θ=0

φ(θ) .

(c) Find a necessary and sufficient condition on the sequence of momentsmn = E(Xn) for I to
contain a neighbourhood of 0.


