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Probability and Measure

Example sheet 2

Unless otherwise specified, IgF, £) be a measurable space &gt] A, P) be a probability space.

2.1 Let f,, : E — R, n € N be&/B-measurable functions. Show that also the following functions,
with values inR* = R U {—o0, 00}, are measurable:

@ fitfo ) imffu @ supfy (@) lminffy (&) lmsup fy

() Deduce furtherthat: {z € E : f,(z) converges as — oo} € £

2.2 Let f : E — R? be written in the formf(z) = (fi(z),..., fs(z)). Show thatf is measurable
w.r.t. £ andB(R?) if and only if eachf; : E — R is measurable w.r.£ andB.

2.3 Skorohod representation theorem
Let F, F,,, n € N be probability distribution functions such thB{(z) = lim,,_.. F,(z) for all
x € RatwhichF is continuous. Show that there exists a probability sgéced, P) together with
random variable(, X, : 2 — R such that:
(a) X has distribution functio” ,
(b) X, has distribution functior¥, ,

(¢) X, — X almost surely aa — o~ .

2.4 Let X, Y be random variables a2, A, P). Show thatX andY are independent if and only if

P(X<z,Y<y)=PX <z)P(Y <y) forallz,yeR.

n? — 1 with probability 1 /n?

2.5 Let X1, X5, ... berandom variables with X, = { 1 with probabilityl — 1/n? °

X1+ + X,

Xy 4ot X
Show that IE( ! Lt 4 An

) =0 but ———— — —1 almost surely.

n n

2.6 Let X1, X, ... be independent random variables with distribution uniform@n]. Let A,, be
the event that a record occurs at timghat is,

Ap={weQ: X,(w) > Xp(w) forallm<n}.

(a) Find the probability ofd,, and show thatd;, A,, ... are independent.
(b) Deduce that, with probability one, infinitely many records occur.



2.7 Let X1, X, ... be independent random variables with distributiéf0, 1). Prove that

lim sup (Xn/\/2logn) =1 a.s.

2.8 Let X be a non-negative integer-valued random variable.
(a) Show that E(X) => P(X >n).
n=1

(b) Deduce that, i£(X) = oo and X3, X», ... are iid random variables with the same distribu-
tionasX, limsup(X,/n)>1 as. andindeedlimsup(X,/n)=oco a.s.

(c) Now suppose that], Y, ... is any sequence of iid random variables viilfY; | = co. Show
that limsup(|Y,|/n) = o a.s. andindeedlimsup(|Y; +---+Y,|/n) =occ a.s.

2.9 Show that, as — oo,

o) 1
(@) / sin(e”) /(1 + nxQ) dx — 0, (b) / (ncosz)/(1+ n2x3/2) dx — 0.
0 0

2.10 Show that the function f(z) = x~!sinz is not Lebesgue integrable oviér oo) but that

Yy
lim f(x)dr = g . (use e.g. Fubini's theorem and ! = [ e~ dt)

Y= Jo

2.11 Letu, v : R — R be differentiable ora, b] with continuous derivatives’ andv’.
Show that fora < b

2.12 Let ¢ : [a,b] — R be continuously differentiable and strictly increasing. Show that for all contin-
uous functiong on [¢(a), ¢(b)]

#(b) b
/ g(y)dyz/ 9(o(x)) ¢ (z) dx .
@(a) a

2.13 Let i be ao-finite measure o(F, £) and letf : E — [0, 00) be & /B-measurable. Show that

2.14 The moment generating functianof a real-valued random variabl is defined by
p(0) =E(™), 0eR.
(@) Showthat = {0 : ¢(#) < oo} is aninterval and find examples for= R, {0} and(—oo, 1).
Assume for simplicity that > 0 from now on.

(b) Show that ifl contains a neighbourhood of 0 théhhas finite moments of all orders given
ny __ d "
by E(X™) = (@) ‘9=0¢(9)'

(c) Find a necessary and sufficient condition on the sequence of momgntsE(X™) for I to
contain a neighbourhood of 0.



