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Recall: given a curve C over Q, or over a number field k, we want a
complete description of C (k). For genus ≥ 1, there is no algorithm for
giving this! But there is a bag of tricks that can be used to show that
C (k) is empty, or determine C (k) if it is non-empty. These include:

1 Quotients;

2 Descent;

3 Chabauty;

4 Mordell–Weil sieve.

The purpose of these lectures is to get a feel for each of these methods
and see it applied to a particular example.
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Divisors

Let C be a curve over k . A divisor D on C is a formal linear combination

D =
n∑

i=1

aiPi , ai ∈ Z, Pi ∈ C (k).

We define the degree of D to be
∑

ai .

Example

Let
C : y2 = x(x2 + 1)(x3 + 1).

Let

D1 = 2·(0, 0)+(1, 2), D2 = (i , 0)−(−i , 0), D3 = (i , 0)+(−i , 0)−2·(1, 2).

Then
deg(D1) = 3, deg(D2) = 0, deg(D3) = 0.
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We say that D is rational if it is invariant under Gal(k/k).

Example

Let
C : y2 = x(x2 + 1)(x3 + 1).

Let

D1 = 2·(0, 0)+(1, 2), D2 = (i , 0)−(−i , 0), D3 = (i , 0)+(−i , 0)−2·(1, 2).

Then D1 is rational, D3 is rational, D2 is not rational.

Definition

Let
Div0(C/k) := {rational degree 0 divisors} .

This is an abelian group.

In the example D3 ∈ Div0(C/k), but D1, D2 /∈ Div0(C/k).
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Principal Divisors

Let k(C ) be the function field of C , and let f ∈ k(C ). If P ∈ C (k) then
there is υP(f ) ∈ Z which measures the order of vanishing of f at P.
Define

div(f ) =
∑

P∈C(k)

υP(f ) · P.

Then div(f ) ∈ Div0(C/k).

Example

Let f = x2−7
x3

on P1. Then

div(f ) = −3 · (0) + (
√

7) + (−
√

7)

+∞.
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Picard Group

Define
Princ(C/k) := {div(f ) : f ∈ k(C )}.

This is an abelian group (note div(fg) = div(f ) + div(g)). Also
Princ(C/k) ⊂ Div0(C/k). We define the Picard group of C/k as

Pic0(C/k) :=
Div0(C/k)

Princ(C/k)
.

Example

Pic0(P1/k) = 0.
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Define
Princ(C/k) := {div(f ) : f ∈ k(C )}.

This is an abelian group (note div(fg) = div(f ) + div(g)). Also
Princ(C/k) ⊂ Div0(C/k). We define the Picard group of C/k as

Pic0(C/k) :=
Div0(C/k)

Princ(C/k)
.

Example

Let
E : y2 = x3 + Ax + B, A,B ∈ k , 4A3 + 27B2 6= 0.

be an elliptic curve over k . Then (consequence of Riemann-Roch)

E (k) ∼= Pic0(E/k), P 7→ [P −∞].

If C is a curve that isn’t an elliptic curve, what is the right object to
replace E (k) in this isomorphism?
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Jacobians

Let C/k be a curve of genus g . The Jacobian JC of C is a g -dimensional
abelian variety defined over k . An elliptic curve E is its own Jacobian
JE = E .

Theorem

(Mordell–Weil Theorem) If k is a number field then JC (k) is a finitely
generated abelian group.

Proof uses descent. Can often compute JC (k) in practice, but there is no
algorithm guaranteed to work.

Theorem

Let C be a curve with C (k) 6= ∅. Then

JC (k) ∼= Pic0(C/k).

We usually use elements of Pic0(C/k) to represent elements of JC (k).
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Example

Let
C : y2 = x(x2 + 1)(x2 + 3).

The curve C has genus 2. Using descent it is possible to show that

JC (Q) =
Z

2Z
· [(0, 0)−∞]⊕ Z

2Z
· [(i , 0) + (−i , 0)− 2∞].

Note

[(0, 0)−∞] + [(i , 0) + (−i , 0)− 2∞] = [(
√
−3, 0) + (−

√
−3, 0)− 2∞].

Definition

Let C/k be a curve of genus ≥ 1. Let P0 ∈ C (k). Associated to P0 is an
embedding

ι : C ↪→ JC , P → [P − P0]

called the Abel–Jacobi map associated to P0.
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Lemma

If C has genus ≥ 1, P0 ∈ C (k). Then ι(C (k)) ⊆ JC (k). If JC (k) is finite
(and we know it) we can compute C (k).

Example

C : y2 = x(x2 + 1)(x2 + 3).

JC (Q) =
{

0, [(0, 0)−∞], [(i , 0) + (−i , 0)− 2∞], [(
√
−3, 0) + (−

√
−3, 0)− 2∞]

}
.

We can take ι : C ↪→ JC , P 7→ [P −∞], and using this we find that

C (Q) = {∞, (0, 0)}.
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Let C/Q be a curve of genus ≥ 2. Write

g = genus(C ), r = rank(JC (Q)).

Theorem (Chabauty 1941)

If r ≤ g − 1 then C (Q) is finite.
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Differentials

Let C be a curve of a field k with g = genus(C ). Write ΩC for the space
of regular differentials. This is a k-vector space of dimension g .

Example

Let f ∈ k[x ] satisfy disc(f ) 6= 0. Suppose char(k) 6= 2. Let

C : y2 = f (x).

We know

g =

{
(d − 2)/2 d even

(d − 1)/2 d odd
d = deg(f ).

Then a k-basis for ΩC is

dx

y
,
xdx

y
, . . . ,

xg−1dx

y
.
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A Pairing

Let C be a curve over Qp (p is a finite prime). Then there is a pairing

〈 , 〉 : ΩC × JC (Qp)→ Qp,

which is defined by

〈ω, [
∑

Pi − Qi ]〉 =
∑∫ Pi

Qi

ω.

The pairing has the following properties:

1 it is Qp-linear on the left;

2 it is Z-linear on the right;

3 the kernel on the right is J(Qp)tors (the torsion subgroup of J(Qp).
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Example (McCallum and Poonen, “The Method of Chabauty and
Coleman”)

C : y2 = x6 + 8x5 + 22x4 + 22x3 + 5x2 + 6x + 1.

Work over Q3.∫ (−3,1)

(0,1)

dx

y
=

∫ (−3,1)

(0,1)
(1 + 6x + 5x2 + 22x3 + 22x4 + 8x5 + x6)−1/2dx

=

∫ (−3,1)

(0,1)
(1− 3x + 11x2 − 56x3 + · · · )dx

=

∫ −3
0

(1− 3x + 11x2 − 56x3 + · · · )dx

=

[
x − 3x2

2
+

11x3

3
− 56x4

4
+ · · ·

]x=−3
x=0

= (−3)− 3 · (−3)2

2
+

11 · (−3)3

3
− 56(−3)4

4
+ · · ·

≡ 87 (mod 35).
15 / 23



The integral above is called ‘a tiny integral’, where the two end points are
sufficiently p-adically close to ensure p-adic convergence when evaluating
the p-power series.
If D ∈ JC (Qp) then there exists a computable n > 0 such that

nD =
∑

[Pi − Qi ]

where Pi are p-adically close to the Qi . If ω ∈ ΩC then

〈ω,D〉 =
1

n
〈ω, nD〉 =

1

n

∑∫ Pi

Qi

ω.

The integrals are all tiny and so can be evaluated as in the above example.
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Example (McCallum and Poonen, continued )

C : y2 = x6 + 8x5 + 22x4 + 22x3 + 5x2 + 6x + 1.

Work over Q3. Want to approximate
∫∞+

∞−
dx/y . Now

9[∞+ −∞−] = [(−3, 1)− (0, 1)].

So ∫ ∞+

∞−

dx

y
=

1

9

∫ (−3,1)

(0,1)

dx

y
=

1

9
(87 + O(35)) =

29

3
+ O(33).

Likewise ∫ ∞+

∞−

xdx

y
=

1

9

∫ (−3,1)

(0,1)

xdx

y

=
1

9
(72 + O(35))

= 8 + O(33).
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Reminder
Let C be a curve over Qp (p is a finite prime). Then there is a pairing

〈 , 〉 : ΩC × JC (Qp)→ Qp,

The pairing has the following properties:
1 it is Qp-linear on the left;
2 it is Z-linear on the right;
3 the kernel on the right is J(Qp)tors (the torsion subgroup of J(Qp).

Lemma

Let C be a curve over Q of genus g . Write r for the rank of J(Q).
Suppose r ≤ g − 1. Let p be a prime. Then there is some non-zero
ω ∈ ΩC/Qp

such that

〈ω,D〉 = 0 for all D ∈ J(Q).

Proof.

dim(ΩC/Qp
) = g . Apply linear algebra.

We call such ω an annihilating differential. 18 / 23



Example (McCallum and Poonen, continued )

C : y2 = x6 + 8x5 + 22x4 + 22x3 + 5x2 + 6x + 1.

Work over Q3. Basis for ΩC/Q3
is dx/y , xdx/y . Using descent,

J(Q) ∼= Z · [∞+ −∞−].

Want ω = εdx/y + xdx/y such that 〈ω, [∞+ −∞−]〉 = 0. But

〈dx
y
, [∞+ −∞−]〉 =

29

3
+ O(33), 〈xdx

y
, [∞+ −∞−]〉 = 8 + O(33).

So

ε =
−8 + O(33)

29/3 + O(33)
= 69 + O(34).
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We focus on finding rational points P ∈ C (Q) such that
P = (t, s) ≡ (0, 1) (mod 3). Suppose P is such a point. Now

[P − (0, 1)] ∈ J(Q) =⇒
∫ (t,s)

(0,1)
ω = 0

where ω = εdx/y + xdx/y is the annihilating differential. Note that this is
a tiny integral:∫ (t,s)

(0,1)
ω =

∫ (t,s)

(0,1)
(ε+ x)

dx

y

=

∫ t

0
(ε+ x)(1− 3x + 11x2 − 56x3 + · · · )dx

= εt +
−3ε+ 1

2
t2 +

11ε− 3

3
t3 + · · · .

Note t ≡ 0 (mod 3). So t = 3z where z ∈ Z3. So

(−4·32+O(35))z+(−103·32+O(37))z2+(35+O(36))z3+
∑
j≥4

O(34)z j = 0.
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Theorem (Strassmann)

Let f =
∑

i≥0 aiz
i be a powerseries with ai ∈ Zp, such that lim ai = 0. Let

k = min υp(ai ), and let

N = max{j : υp(aj) = k}.

Then the number of zeros of f in Zp is ≤ N.

Back to the example. For the powerseries

(−4·32+O(35))z+(−103·32+O(37))z2+(35+O(36))z3+
∑
j≥4

O(34)z j = 0.

we have k = 2, and
N = max{1, 2} = 2.

So the equation in z has at most two solutions. There are at most two
rational points P ∈ C (Q) such that P = (t, s) ≡ (0, 1) (mod 3). But we
know two such points: (0, 1) and (−3, 1). So there are no others.
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C (F3) = {∞+, ∞−, (0, 1), (0, 2)}.

By searching for rational points on C we find

∞+, ∞−, (0, 1), (0,−1), (−3, 1), (−3,−1).

Are they all? From the points of C (F3), we know that every P ∈ C (Q)
must satisfy P ≡ P0 (mod 3) where P0 is one of the following rational
points:

∞+, ∞−, (0, 1), (0,−1).

Using Chabauty (i.e. the strategy above) we obtain a bound on the
number of points congruent to P0 for each one of these four points:

P0 bound on number of rational known rational
P ≡ P0 (mod 3) P ≡ P0 (mod 3)

∞+ 1 ∞+

∞− 1 ∞−
(0, 1) 2 (0, 1), (−3, 1)

(0,−1) 2 (0,−1), (−3,−1)
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Conclusion

C (Q) = {∞+, ∞−, (0, 1), (0,−1), (−3, 1), (−3,−1).}.

Note for Chabauty to succeed in finding C (Q), we need:

1 r ≤ g − 1;

2 we need explicit generators for J(Q) (or some subgroup of J(Q) of
finite index);

3 we want some prime p of good reduction so that the known rational
points surject onto the residue classes mod p;

4 in each residue class we want to find enough rational points to match
the Chabauty bound!

Even if we have (1) and (2), we find in most examples that (3) and (4)
fail. The Mordell–Weil sieve often allows us to fix that!
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