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Abstract

We derive the first two terms in an $\varepsilon$-expansion for the invariant measure of a class of semilinear parabolic SPDEs near a change of stability, when the noise strength and the linear instability are of comparable order $\varepsilon^2$. This result gives insight into the stochastic bifurcation and allows to rigorously approximate correlation functions. The error between the approximate and the true invariant measure is bounded in both the Wasserstein and the total variation distance.
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1 Introduction

The concept of stochastic bifurcation is still a topic of ongoing research, and there are several open questions on the effect of small additive noise on a deterministic bifurcation. The only fairly complete picture available so far applies to pitchfork bifurcations in one-dimensional stochastic ordinary equations (SODEs), see [CIS99] for a classification of bifurcations. There exist several concepts of bifurcation within the framework of random dynamical systems, and we are not going to discuss them in detail here (see e.g. [Arn98] for an overview). One such concept
is a phenomenological bifurcation, where the density of a unique invariant measure changes its structure (e.g. number of maxima).

For one-dimensional SODEs there is the result of [CF98] showing that only a phenomenological bifurcation can occur. Their result mainly rules out changes in the structure of the random attractor, which would be a dynamical bifurcation, in the sense of [Arn98].

Nevertheless for SPDEs there are no analogs of these results. Only for monotone SPDEs results are established ruling out the possibility of a dynamical bifurcation (see [CCLR]). The question of defining the analog of a phenomenological bifurcation in this setting is completely open, one problem being the lack of reference measure in infinite dimensional spaces.

Our result approximates the fine structure of the invariant measure. This can be used to describe phenomenological bifurcation for SPDEs. The main tool is a multi-scale approximation of the dynamics using amplitude equations. This is a fairly natural approach, as the separation of time-scales is naturally present in a neighbourhood of a deterministic bifurcation.

The amplitude equation is a stochastic ordinary differential equation describing the dynamics of the dominating modes of the SPDE living on a much slower time-scale. A rigorous justification of the approximation of solutions of SPDEs by the solutions of the corresponding amplitude equation was obtained in [BMPS01, Blö03a]. Unfortunately, these results were only capable of describing the transient dynamics of the SPDE, i.e. the dynamics on time scales of the order of the characteristic time of the linear instability. However, we show in this paper that the amplitude equation is also able to describe the long-time behaviour of SPDEs. Our main results show that we can approximate the invariant measure of the original SPDE at first order by the invariant measure of the amplitude equation, which is supported on a finite dimensional subspace. Furthermore, we show that the second order correction is given by a Gaussian measure supported on the orthogonal complement of that space. Note that in the deterministic case, the approximation of solutions to PDEs by the solutions of a suitable amplitude equation is well understood. In particular, the case of unbounded (or very large) domains, which is beyond the scope of this paper, can be justified rigorously, see e.g. [KSM92, Sch96].

Let us now make the considerations above more precise. We consider in this paper SPDEs of the type

\[ \partial_t u = Lu + \varepsilon^2 Au + \mathcal{F}(u) + \varepsilon^2 \xi, \]

where \( L \) is a dissipative operator with finite dimensional kernel, \( \varepsilon^2 Au \) is a small (linear) deterministic perturbation, \( \mathcal{F} \) is a stable cubic nonlinearity, and \( \xi \) is a Gaussian noise which will be taken to be white in time and can be either white or coloured in space. We will furthermore denote by \( X \) the Hilbert space in which we consider initial conditions and solutions to (1.1). There are many examples of equations of that type in the literature. For instance, the well-known Ginzburg-Landau equation

\[ \partial_t u = \Delta u + \nu u - u^3 + \sigma \xi \]
and the Swift-Hohenberg equation
\[ \partial_t u = -(\Delta + 1)^2 u + \nu u - u^3 + \sigma \xi, \]
which was first used as a toy model for the convective instability in a Rayleigh-Bénard problem (see [HS92]), fall into the scope of our work when the parameters \( \nu \) and \( \sigma \) are small and of comparable order of magnitude. Both equations are considered on bounded domains with suitable boundary conditions (e.g. periodic, Dirichlet, Neumann, etc.). The boundedness of the domain is essential, since all of our proofs rely on the existence of a spectral gap of order one in the linear part.

Another example arises in the theory of surface growth in the model of Lai and Das-Sarma [LDS91]. Here \( h \) is the height-profile of a growing surface given by
\[ \partial_t h = -\Delta^2 h - \nu \Delta h + \nabla \cdot (|\nabla h|^2 \nabla h) + \sigma \xi, \]
subject to periodic boundary conditions on a square and vanishing spatial mean for \( h \). In this case \( \nu \Delta \) splits into two parts, one belonging to \( L \) and one to \( \varepsilon^2 A \).

Our first main result (cf. Theorem 5.2), which is based on the transient approximation result (cf. Theorem 3.8), is the following. Let \( u^\star \) be distributed according to an invariant Markov measure of (1.1). Then
\[ u^\star = a^\star + \varepsilon^2 \psi^\star + O(\varepsilon^3), \]
where \( a^\star \) is distributed according to the invariant measure for the amplitude equation (cf. section 2) on the finite dimensional space \( P_c X \), with \( P_c \) being the projection onto the kernel \( \mathcal{N} \) of \( L \). Moreover, \( \psi^\star \) is a stationary Ornstein-Uhlenbeck process on \( P_{s X} \), where \( P_s = I - P_c \) is the projection onto the stable (or fast) modes. In contrast to that, the projection \( P_c \) maps onto the slow modes, which live on a much slower time-scale \( T = \varepsilon^2 t \).

The \( O(\varepsilon^3) \)-term is interpreted as the Wasserstein distance of the corresponding measures, where \( O(\varepsilon^3) \) means \( O(\varepsilon^{3-\kappa}) \) for any \( \kappa > 0 \). Note that Theorem 5.2 is proved in a slightly different scaling.

The second result (cf. Theorem 5.3) establishes that the law of \( a^\star + \varepsilon \psi^\star \) is approximately given by the product measure, i.e.
\[ \mathbb{P}^{a^\star + \varepsilon \psi^\star} = \mathbb{P}^{a^\star} \otimes \mathbb{P}^{\psi^\star} + O(\varepsilon^2). \]
This is a remarkable fact as, in general, \( a^\star \) and \( \psi^\star \) are not independent. This approximate independence of the “slow modes” and the “fast modes” in the invariant distribution results mainly from a separation of timescales in their approach to equilibrium.

Another surprising fact is that, due to the cubic nature of the nonlinearity, no second order correction in \( P_c X \) is necessary. This changes dramatically when one tries to go to higher order corrections. Then, the cubic nonlinearity couples strongly the dynamics in \( P_c X \) and \( P_s X \). Nevertheless we will give formal arguments in section 2 that indicate what the third order correction should be. This
formal approach also indicates that it is not trivial to extend our approach to third order corrections.

Under stronger assumptions on the non-degeneracy of the noise process, we show in section 6 that similar approximation results hold in the much stronger total variation distance. However, since the total variation distance between two measures does not depend on the distance with which the underlying space is endowed, the error between the invariant measure of the SPDE and its approximation scales in a different way with $\varepsilon$. Our result is then

$$\|P^*P_{\varepsilon^*} - P^{\varepsilon^*}\|_{TV} = O(\varepsilon^{3/2}) , \quad \|P^* - P^{\varepsilon^*} \otimes P^{2\psi^*}\|_{TV} = O(\varepsilon^{1/2}). \quad (1.2)$$

Recall the following interpretation of the total variation distance. Given two probability measures $\mu$ and $\nu$, one can build two random variables $x$ and $y$ with respective laws $\mu$ and $\nu$, such that $P(\{x = y\}) = 1 - \frac{1}{2}\|\mu - \nu\|_{TV}$. In particular, the second estimate in (1.2) implies that the small scale spatial structure of stationary solutions of the original SPDE are indistinguishable from those of the Ornstein-Uhlenbeck process $\varepsilon^2\psi^*$. The paper is organised as follows. In section 2 we give a formal derivation of the amplitude equation and of the higher order corrections. In section 3, we give a precise statement of the assumptions that will be used throughout the paper, and we give a rigorous formulation of the approximation result for the transient dynamics of (1.1) (cf. Theorem 3.8).

The proof of the approximation result is split into several steps, which are all contained in section 4. Subsection 4.1 provides essential a priori bounds on the solutions and the invariant measure of the SPDE (1.1), while subsection 4.2 gives essential error estimates for the residual. Finally the proof of the approximation result is contained in subsection 4.3.

The main results on the structure of invariant measures of (1.1) are discussed in section 5, while the proofs are given in subsections 5.1 and 5.2. Finally, the total variation estimates (1.2) are discussed in section 6.

2 Formal Derivation

Let us first discuss a formal calculation giving approximations of our original equation (1.1). We make the ansatz

$$u(t) = \varepsilon a(\varepsilon^2 t) + \varepsilon^2 b(\varepsilon^2 t) + \varepsilon^3 c(\varepsilon^2 t) + \varepsilon^2 \psi(t) + \varepsilon^3 \phi(t) + O(\varepsilon^4), \quad (2.1)$$

with $a, b, c \in \mathcal{N} = P_c X$ and $\phi, \psi \in \mathcal{S} = P_s X$. Due to the linear damping of order one in $\mathcal{S}$, we expect the modes in $\mathcal{S}$ to evolve on time scales of order one. In $\mathcal{N}$, on the other hand, we expect the modes to evolve on the much slower time-scale $T = \varepsilon^2 t$, since the linear operator acting on $\mathcal{N}$ is of order $\varepsilon^2$, so its characteristic time is of order $\varepsilon^{-2}$.

Plugging the ansatz (2.1) back into (1.1) and expanding in orders of $\varepsilon$, we obtain first, by collecting all terms of order $\varepsilon^3$ in $\mathcal{N}$,

$$\partial_T a(T) = A_c a(T) + \mathcal{F}_c(a(T)) + \partial_T \beta(T). \quad (2.2)$$
Here, $\beta(T) = \varepsilon P_c W(\varepsilon^{-2} T)$ is a Wiener process in $\mathcal{N}$ with distribution independent of $\varepsilon$, and we write $A_c = P_c A$ and $\mathcal{F}_c = P_c \mathcal{F}$ for short. This approximation is called amplitude equation, and it is well-known for many examples in the physics literature. It was rigorously verified in [Blö03a] for a large class of equations.

Let us now turn to higher order corrections. Collecting terms of order $\varepsilon^2$ in $\mathcal{S}$ yields

$$\partial_t \psi(t) = L_s \psi(t) + P_s \xi(t).$$

A second order correction was already used in [Blö03b] to deal with quadratic non-linearities. However, the result there was only an approximation in lowest order, as opposed to the higher order approximation derived here.

The next step is to compute the other second order term involving $b$. First we can solve (2.3) for $\psi$ using the variation of constant formula. Then we rescale $\psi$ to the slow time-scale to obtain formally that

$$\psi(T \varepsilon^{-2}) \underset{\text{lim}}{\to} \varepsilon L_s^{-1} P_s \xi(T) + \text{“higher order terms”}.$$

As a consequence, the term $A_c \psi(T \varepsilon^{-2})$, when viewed on the slow time-scale, gives a contribution of order $\varepsilon^5$ instead of $\varepsilon^4$. Using this, we obtain for terms of order $\varepsilon^4$ in $\mathcal{N}$

$$\partial_T b(T) = A_c b(T) + 3 \mathcal{F}_c(a(T), a(T), b(T)).$$

Since typical initial conditions for (1.1) can be written as $u(0) = \varepsilon a(0) + \varepsilon^2 \psi(0)$, one can choose $b(0) = 0$, and therefore $b$ vanishes identically.

Turning again to $\mathcal{S}$ and gathering terms of order $\varepsilon^3$ we obtain

$$\partial_t \varphi(t) = L_s \varphi(t) + A_s a(\varepsilon^2 t) + \mathcal{F}_s(a(\varepsilon^2 t)).$$

Hence, $\varphi$ lives basically on the slow time-scale. Defining $\hat{\varphi}(T) = \varphi(\varepsilon^{-2} T)$ we obtain

$$\hat{\varphi}(T) = L_s^{-1}(A_s a(T) + \mathcal{F}_s(a(T))) + \text{“higher order terms”}.$$

Finally, terms of order $\varepsilon^5$ in $\mathcal{N}$ (and using the fact that $b \equiv 0$) give raise to

$$\partial_T c(T) = A_c c + A_c \hat{\varphi} + A_c L_s^{-1} P_s \xi(T) + 3 \mathcal{F}_c(a, a, c) + 3 \mathcal{F}_c(a, a, \hat{\varphi}) + 3 \mathcal{F}_c(a, a, L_s^{-1} P_s \xi(T)) + 3 \mathcal{F}_c(a, \psi(\varepsilon^{-2} T), \psi(\varepsilon^{-2} T)).$$

At this point, the ansatz (2.1) starts to show its limitations. Since $\hat{\varphi}$ lives (up to higher order terms) on a finite-dimensional space and $c$ lives on $\mathcal{N}$ by construction, (2.5) and (2.6) seem to indicate that the solution of (1.1) is approximated at order $\varepsilon^4$ by $\varepsilon^2 \psi(t)$ on the orthogonal complement of a finite-dimensional subspace of $X$. On the other hand, (2.6) seems to be of rather limited use for studying the structure of the invariant measure of (1.1) since, because of the presence of the instability $A_c$ in the linear equation for $c$, the very existence of an invariant measure for $c$ is not clear.
We define the fractional space \( X \) ∥ · ∥ will always write \( a \) where \( \mathcal{F}_c(a, \psi(\varepsilon^{-2}T), \psi(\varepsilon^{-2}T)) = \Psi[a] + \text{"higher order terms"} \), for some linear operator \( \Psi : \mathcal{N} \to \mathcal{N} \).

Notice furthermore that expression (2.6) still depends on \( \varepsilon \), as it is not clear \textit{a priori} what would be the limit of \( \mathcal{F}_c(a, \psi(\varepsilon^{-2}T), \psi(\varepsilon^{-2}T)) \) as \( \varepsilon \to 0 \). If we use the previous formal argument, we would obtain a term of order \( \mathcal{O}(\varepsilon^2) \), which however does not make sense, as it involves squares of Delta-distributions. Instead another formal argument indicates that one should have

\[
\mathcal{F}_c(a, \psi(\varepsilon^{-2}T), \psi(\varepsilon^{-2}T)) = \Psi[a] + \text{"higher order terms"},
\]

in the approximation result, which verifies the formal calculation of the previous section, at least on large transient time-scales.

In this section we formulate the main assumptions needed for our proofs, and state the approximation result, which verifies the formal calculation of the previous section, at least on large transient time-scales.

**3 Main Assumptions and the Approximation Result**

In this section we formulate the main assumptions needed for our proofs, and state the approximation result, which verifies the formal calculation of the previous section, at least on large transient time-scales.

Let \( X \) be some fixed separable Hilbert space \( X \). Throughout this paper, we will always write \( \| \cdot \| \) for the norm and \( \langle \cdot, \cdot \rangle \) for the scalar product in \( X \), unless otherwise stated. We denote by \( \mathcal{L}(X,Y) \) the space of continuous linear operators from \( X \) into \( Y \) endowed with the usual operator norm.

**Assumption 3.1** The operator \( L \) on \( X \) has compact resolvent and generates an analytic semigroup \( \{e^{tL}\}_{t \geq 0} \) in \( X \). Denote \( \mathcal{N} = \ker(L) \) and assume that \( \dim(\mathcal{N}) = n \). We define \( P_s \) as the orthogonal projection onto \( \mathcal{N} \), we set \( P_c = I - P_s \) and we assume that \( e^{tL} \) and the projection \( P_c \) commute. We also denote the range of \( P_s \) by \( \mathcal{S} \), so that \( X = \mathcal{N} \oplus \mathcal{S} \). We assume

\[
\|e^{tL}P_s\|_{\mathcal{L}(X,X)} \leq e^{-\omega t} \quad \text{for all } t \geq 0.
\]  

We define the fractional space \( X^\alpha \) for \( \alpha \geq 0 \) as usual by \( X^\alpha = D((1 - L)^\alpha) \) with norm \( \| \cdot \|_\alpha = \|(1 - L)^\alpha \cdot \| \) and scalar product \( \langle u, v \rangle_\alpha = \langle (1 - L)^\alpha u, (1 - L)^\alpha v \rangle \). The space \( X^{-\alpha} = (X^\alpha)' \) is the dual of \( X^\alpha \) with canonical norm. See for example [Lun95] or [Paz83]. It is well-known that \( e^{tL} \) extends to an analytic semigroup on all \( X^\alpha, \alpha \in \mathbb{R} \). Note furthermore that obviously \( \mathcal{N} \subset X^\alpha \) for any \( \alpha \geq 0 \), as \((1 - L)^\alpha \mathcal{N} = \mathcal{N}\).

The conditions on the semigroup readily imply (see Lumer-Phillips theorem in [Paz83]) that \( e^{tL} \) is a contraction semigroup on \( X \) and hence \( L \) a dissipative operator. To be more precise we have \( \text{Re}\langle Lv, v \rangle \leq 0 \) for all \( v \in D(L) \) and moreover...
\[ \Re \langle P_s L v, v \rangle \leq -\omega \| v \|^2, \] as \( L + \omega \) generates a contraction semigroup on \( S \). Since \( LP_c = P_c L = 0 \), this also implies that 0 is the only point in the spectrum of \( L \) right of the line \( \Re(\lambda) = -\omega \). It is easy to verify that this result remains true in \( X^\alpha \).

It is a well-known fact that for \( \alpha \in [0, 1) \) there is a constant \( M \geq 1 \) such that
\[ \| e^{tL} \|_{\mathcal{L}(X^{-\alpha}, X)} \leq M(1 + t^{-\alpha}) \] (3.2)
for all \( t > 0 \).

We can combine this with (3.1) to obtain for some \( 0 < \tilde{\omega} < \omega \) and \( \tilde{M} \geq 0 \) that
\[ \| P_s e^{tL} \|_{\mathcal{L}(X^{-\alpha}, X)} \leq \tilde{M}(1 + t^{-\alpha})e^{-t\tilde{\omega}} \] for all \( t > 0 \). (3.3)

All we have to do is using \( P_s e^{tL} = e^{ptL}P_s e^{qtL} \) for \( p, q \in (0, 1) \) with \( p + q = 1 \). Nevertheless, we will assume without loss of generality that \( \tilde{\omega} = \omega \) and \( \tilde{M} = M \).

Moreover, we immediately get that under Assumption 3.1 we can extend \( P_c \) to an orthogonal projection in \( X^{-\alpha} \) onto \( \mathcal{N} \), which commutes with the semigroup \( e^{tL} \) on \( X^{-\alpha} \). This can be easily seen for example by using the representation of the resolvent with the semigroup in addition with Dunford-integrals.

**Assumption 3.2** The linear operator \( A \) belongs to \( \mathcal{L}(D(L), X) \). Moreover, there exists a constant \( C_A > 0 \) such that
\[ \langle Av, v \rangle \leq C_A (\| v \|^2 + \Re \langle -Lv, v \rangle) \] for all \( v \in D(L) \).

Finally, we assume that one can extend \( A \) to a bounded linear operator from \( X \rightarrow X^{-\alpha} \) for some \( \alpha \in [0, 1) \).

The assumption that \( A \in \mathcal{L}(D(L), X) \) implies that \( A \) is relatively bounded with respect to \( L \), i.e. there is a constant \( C > 0 \) such that \( \| Av \| \leq C(\| v \| + \| Lv \|) \).

**Assumption 3.3** The function \( F : X^3 \rightarrow X^{-\alpha} \) for some \( \alpha \in [0, 1) \) is continuous, trilinear, and symmetric. Furthermore, its restriction to \( D(L) \) is continuous from \( D(L)^3 \) into \( X \).

Using the shorthand notations \( F(u) = F(u, u, u) \) and \( F_c = P_c F \), we assume that
\[ \langle F_c(v_c, v_c, w_c), w_c \rangle < 0 \] (3.4)
for all \( v_c, w_c \in \mathcal{N} \setminus \{0\} \). We finally assume that there exist constants \( K \) and \( \gamma_L \in [0, 1) \) such that, for all \( \delta > 0 \) sufficiently small,
\[ \langle F(v + \varphi, v), v \rangle \leq K \delta^2 + K \| \varphi \|^4 - \delta \| v \|^2 - \gamma_L \Re \langle Lv, v \rangle. \] (3.5)
for any \( \varphi, v \in D(L) \).

The assumption on the restriction \( F : D(L)^3 \rightarrow X \) being continuous is mainly for convenience. It simplifies the proof of the \textit{a priori} estimate (Theorem 4.1) significantly.
Moreover the assumption that $F$ is cubic could be relaxed by adding terms of higher order. Adding terms of degree larger or equal to five does not change any of the main results (under suitable stability assumptions). However, fourth order terms induce a nonlinearity in equation (2.4) and therefore complicate the analysis considerably. In particular, they induce second-order corrections in $N$.

**Assumption 3.4** The noise process is formally given by $\xi = Q\partial_t W$, where $W$ is a standard cylindrical Wiener process in $X$ with the identity as a covariance operator and $Q \in \mathcal{L}(X, X)$ is symmetric. Furthermore, there exists a constant $\tilde{\alpha} < \frac{1}{2}$ such that

$$\|(1 - L)^{-\tilde{\alpha}} Q\|_{\text{HS}(X)} < \infty,$$

where $\| \cdot \|_{\text{HS}(X)}$ denotes the Hilbert-Schmidt norm of an operator from $X$ to $X$.

**Remark 3.5** Straightforward computations, combined with the properties of analytic semigroups allow to check that Assumption 3.4 implies the following:

- The stochastic convolution $W_L(t) = \int_0^t e^{(t-s)Q} dW(s)$ is an $X$-valued process with Hölder continuous sample paths.
- There exist positive constants $C$ and $\gamma$ such that

$$\| P_s e^{Lt} Q \|_{\text{HS}} \leq C(1 + t^{-\tilde{\alpha}}) e^{-\omega t},$$

holds for every $t > 0$.

**Remark 3.6** Note that we do not assume that $Q$ and $L$ commute. Hence, it is in general not true that $Q$ and $P_s$ commute. Therefore, the noise processes $P_sQW$ and $P_sQW$ will not necessarily be independent.

Using Assumptions 3.2, 3.3, and 3.4 it is straightforward to verify for any (random) initial condition $u(0) \in X$ the existence of a unique global mild solution $u \in C^0([0, \infty), X)$ of (1.1), i.e. a solution of

$$u(t) = e^{tL}u(0) + \int_0^t e^{(t-s)L}(e^{2Au(\tau)} + F(u(\tau))) \, d\tau + W_L(t),$$

where the stochastic convolution $W_L$ was defined in Remark 3.5.

It is well-known under our assumptions that (1.1) or (3.7), respectively, exhibits a not necessarily unique invariant measure. This is quite standard to check, using for instance the methods of [DPZ96]. The main ingredients are an a priori bound in $X$ (this will be proved in Theorem 4.1), and a bound in some $X^\gamma$ with small $\gamma < 1 - \alpha$, using the methods of Lemma 6.8. The latter bound yields the compactness required by the usual Krylov–Bogoloubov argument.

Depending on the degeneracy of the noise, it is usually possible to check that the invariant measure is also unique, using for example the results from [DPZ96, KS00, EH01, Mat02, Hai02]. The next assumption is only required for the approximation results concerning the invariant measure, not for the approximation of the transient dynamics.
**Assumption 3.7** The Wiener process $P_c Q W$ on $\mathcal{N}$ is not degenerate, i.e. $P_c Q^2 P_c$ has full rank.

Note that Assumption 3.7 together with Assumption 3.3 is sufficient for the amplitude equation to have a unique invariant measure that is exponentially attracting, see e.g. [MT94].

We consider solutions $u$ of equation (1.1), with initial condition $u(0) = u_0$ satisfying for some family of positive constants $\{C_p, \ p \geq 1\}$

$$E\|u_0\|^p \leq C_p \varepsilon^p \quad \text{and} \quad E\|P_s u_0\|^p \leq C'_p \varepsilon^{2p}. \quad (3.8)$$

By Theorem 4.1 we will see that any initial condition $u_*$ distributed according to an invariant measure of (1.1) is admissible.

We define the stochastic process $a \in C^0([0, T], \mathcal{N})$ as the solution to

$$\partial_T a(T) = A_c a(T) + F_c(a(T)) + \partial_T \beta(T), \quad (3.9)$$

with initial condition $a(0) = \varepsilon^{-1} P_c u_0$, where we defined $\beta(T) = \varepsilon P_c Q W(\varepsilon^{-2} T)$ as in section 2. The process $\beta$ is a Brownian motion in $\mathcal{N}$ with non-degenerate covariance matrix $P_c Q^2 \in L(\mathcal{N}, \mathcal{N})$. Furthermore we set

$$\psi_c(t) := a(\varepsilon^2 t).$$

We also define $\psi_s$ by $\psi_s(0) = \varepsilon^{-2} P_s u_0$ and

$$\psi_s(t) = e^{tL} \psi_s(0) + P_s W(t). \quad (3.10)$$

Our approximation to the solution of (1.1) is then given by

$$\psi(t) := \varepsilon \psi_c(t) + \varepsilon^2 \psi_s(t). \quad (3.11)$$

Note that we do not add any second order term in $\mathcal{N}$, which was already justified by our formal calculation. Moreover, due to Remark 3.6 $a$ and $\psi_s$ are in general not independent. They are independent, for example, if $P_c$ commutes with $Q$ and $\psi_s(0)$ is independent of $a(0)$.

The main result showing that transient dynamics of (1.1) is well approximated by $\psi$ is the following theorem and corollary. The proof will be given in subsection 4.3.

**Theorem 3.8** Let Assumptions 3.1, 3.2, 3.3, and 3.4 hold and let $u$ be the mild solution of (1.1) with initial value $u_0$ satisfying (3.8). Define $\psi$ by (3.11) with $a$ given by (3.9).

Then for all $p > 0$, $\kappa > 0$ and $T_0 > 0$ there is a constant $C_{\text{app}}$ explicitly depending on $p$ and growing exponentially with $T_0$ such that the estimate

$$P\left( \sup_{t \in [0, T_0 \varepsilon^{-2}]} \|u(t) - \psi(t)\| \leq \varepsilon^{3-\kappa} \right) \geq 1 - C_{\text{app}} \varepsilon^p$$

holds for $\varepsilon > 0$ sufficiently small.
Combining this approximation result with the a-priori bound (cf. Theorem 4.1) on the moments, we easily obtain:

**Corollary 3.9** With the same notations and assumptions as in Theorem 3.8, one has

$$
E\left(\sup_{t \in [0,T_0 \varepsilon^{-2}]} \|u(t) - \psi(t)\|^p\right) \leq C \varepsilon^{3p-\kappa}.
$$

This result will be proved in the following section. Note that it contains only information on transient time scales. The approximation result for the invariant measure (and thus for an infinite time) is stated and proved in section 5.

### 4 Proof of the Approximation Result

#### 4.1 A-priori bounds on the invariant measure and solutions

In this subsection, we show that the invariant measure for (1.1) and the law of solutions from a certain class are concentrated on functions that are of order $\varepsilon$ in $N$ and of order $\varepsilon^2$ in $S$.

**Theorem 4.1** Let Assumptions 3.1, 3.2, 3.3, and 3.4 be satisfied. Let $u_\star$ be an $X$-valued random variable distributed according to an invariant measure for equation (1.1). Then for all $p \geq 1$ there are constants $C_p > 0$ explicitly depending on $p$ such that

$$
E\|u_\star\|^p \leq C_p \varepsilon^p \quad \text{and} \quad E\|P_s u_\star\|^p \leq C_p \varepsilon^{2p}
$$

for any $\varepsilon \in (0, 1)$. Moreover, there are constants $C'_p$ depending on $C_p$, but not on $\varepsilon$, such that for any mild solution of (3.7) with initial condition $u(0)$ fulfilling (4.1) we have

$$
\sup_{t > 0} E\|u(t)\|^p \leq C'_p \varepsilon^p \quad \text{and} \quad \sup_{t > 0} E\|P_s u(t)\|^p \leq C'_p \varepsilon^{2p}.
$$

Chebychev inequality immediately implies:

**Corollary 4.2** Under the conditions of the previous theorem. For all $\kappa > 0$ and $p \geq 1$ there is a constant $C > 0$ such that for all $\varepsilon \in (0, 1)$,

$$
P\left(\|P_\varepsilon u_\star\| \leq \varepsilon^{1-\kappa} \text{ and } \|P_s u_\star\| \leq \varepsilon^{2-\kappa}\right) \geq 1 - C \varepsilon^p.
$$

**Proof of Theorem 4.1.** Define the norm in $L^p(\Omega, X)$ by

$$
\|u\|_{L^p} := (E\|u\|^p)^{1/p}.
$$

Consider now a mild solution $u(t)$ of (1.1) with $u(0) = u_\star$. Obviously,

$$
\|u(t)\|_{L^p} = \|u_\star\|_{L^p}, \quad \text{for all } t > 0.
$$

Define now $L_\varepsilon := L + \varepsilon^2 A - \gamma \varepsilon^2$ for $\gamma > 0$ to be fixed later. Since $A$ is a relatively bounded with respect to $L$ by Assumption 3.2, we immediately get from [Kat80,
Thm IX.2.4] for sufficiently small \(\varepsilon > 0\) that \(L + \varepsilon^2 A\) generates an analytic semigroup. Moreover, following the proof [Kat80, Thm IX.2.4] to reveal the precise values of various constants, it is easy to verify that there exists a sufficiently large (but independent of \(\varepsilon\)) constant \(\gamma > 0\) such that \(L_\varepsilon\) generates a bounded semigroup for \(\varepsilon < 1\).

Define now

\[
v(t) := u(t) - \varepsilon^2 W_{L_\varepsilon}(t) .
\]

Due to the stability of the semigroup and the fact that \(W_{L_\varepsilon}\) is Gaussian, the stochastic convolution satisfies

\[
\| P_s W_{L_\varepsilon}(t) \|_{L^p} \leq \bar{C}_p \| P_s W_{L_\varepsilon}(t) \|_{L^2} \leq C_p \quad \text{for any} \quad t \geq 0 , \quad (4.2)
\]

and

\[
\| W_{L_\varepsilon}(t) \|_{L^p} \leq \bar{C}_p' \| W_{L_\varepsilon}(t) \|_{L^2} \leq C_p' \varepsilon^{-1} \quad \text{for any} \quad t \geq 0 ,
\]

where the constants depend on \(p\), but can be chosen to be independent of \(\varepsilon\). This yields immediately

\[
\| v \|_{L^p} \geq \| u_* \|_{L^p} - C_p \varepsilon . \quad (4.3)
\]

Moreover, a formal computation starting from (3.7) shows that we can differentiate \(v\) with respect to \(t\), yielding

\[
\partial_t v = Lv + \varepsilon^2 Av + F(v + \varepsilon^2 W_{L_\varepsilon}) + \gamma \varepsilon^4 W_{L_\varepsilon} . \quad (4.4)
\]

This equation is only valid in the weak formulation since \(v \notin D(L)\) in general. Therefore, the previous and the following argument are only formal, but can be justified by using smooth approximations of \(W\), given by \(W^{(k)}\) in \(X\). Hence, we have \(W^{(k)}_{L_\varepsilon}(t)\) in \(D(L)\). Moreover, by Assumptions 3.3 and 3.2 we immediately get that the corresponding solution \(v^{(k)}\) is in \(D(L)\). Our arguments are valid for the approximations \(v^{(k)}\) because they are strong solutions of (4.4) in the classical sense. It suffices then to pass to the limit.

Taking \(\langle \cdot , v \rangle\) on both sides of (4.4) and using (3.5) for \(\delta = 2\varepsilon^2\) together with Assumption 3.2, we derive for sufficiently small \(\varepsilon > 0\)

\[
\frac{1}{2} \partial_t \| v \|^2 \leq K \delta^2 - \delta \| v \|^2 + C \varepsilon^8 \| W_{L_\varepsilon} \|^4 + \varepsilon^2 \| v \|^2 + C \varepsilon^6 \| W_{L_\varepsilon} \|^2
\]

\[
- (\gamma L - \varepsilon^2 C_A) \cdot \text{Re}(-Lv, v)
\]

\[
\leq -\varepsilon^2 \| v \|^2 + C(\varepsilon^4 \| W_{L_\varepsilon} \|^2 + \varepsilon^2)^2 .
\]

A comparison argument for ODEs immediately gives

\[
\| v \|^2 \leq e^{-2\varepsilon^2 t} \| u_* \|^2 + C \int_0^t e^{-2\varepsilon^2 (t-\tau)} \left( \varepsilon^4 \| W_{L_\varepsilon}(\tau) \|^2 + \varepsilon^2 \right)^2 d\tau .
\]

Taking the \(L^p/2\)-norm on both sides yields

\[
\| v \|_{L^p}^2 \leq e^{-2\varepsilon^2 t} \| u_* \|_{L^p}^2 + C \int_0^t e^{-2\varepsilon^2 t} dt \cdot \varepsilon^2 .
\]
Hence, 
\[ \|u\|_{L^p} \leq e^{-\varepsilon^2 t} \|u_*\|_{L^p} + C(1 - e^{-2\varepsilon^2 t})^{1/2} \varepsilon. \]

Using (4.3), we get 
\[ \|u_*\|_{L^p}(1 - e^{-\varepsilon^2 t}) \leq C(1 - e^{-2\varepsilon^2 t})^{1/2} \varepsilon + C\varepsilon, \tag{4.5} \]

and the first assertion follows by choosing \( t = \varepsilon^{-2} \).

For the second claim we get from the mild formulation (3.7)
\[
\|P_s u(t)\| \leq M e^{-t\omega} \|P_s u_*\| + \varepsilon^2 \|P_s W(t)\| \\
+ C \int_0^t (1 + (t - \tau)^{-\alpha}) e^{-(t-\tau)\omega} (t^2 \|u(\tau)\| + \|u(\tau)\|^3) \, d\tau.
\]

Taking the \( L^p \)-norm and using (4.2) yields
\[
\|P_s u_*\|_{L^p} \leq M e^{-t\omega} \|P_s u_*\|_{L^p} + C\varepsilon^2 \\
+ C(\varepsilon^2 \|u_*\|_{L^p} + \|u_*\|_{L^p}^3) \int_0^t (1 + \tau^{-\alpha}) e^{-\tau\omega} \, d\tau.
\]

Taking the limit \( t \to \infty \) and using the first part we derive \( \|P_s u_*\|_{L^p} \leq C\varepsilon^2 \).

For the second part of the theorem, we can proceed similarly to the first part. First, instead of (4.5) we derive
\[
\|u(t)\|_{L^p} \leq e^{-\varepsilon^2 t} \|u(0)\|_{L^p} + C(1 - e^{-2\varepsilon^2 t})^{1/2} \varepsilon + C\varepsilon^2.
\]

Hence, by (4.1) there are constants \( \tilde{C}_p > C_p \) such that \( \|u(t)\|_{L^p} \leq \tilde{C}_p \) for all \( t > 0 \).

Concerning the estimates in \( S \), we easily derive
\[
\|P_s u(t)\|_{L^p} \leq MC \tilde{p}^{-2} + C\varepsilon^2 + C \int_0^t (1 + \tau^{-\alpha}) e^{-\tau\omega} \, d\tau \cdot \varepsilon^3(\tilde{C}_p + \tilde{C}_3p).
\]

Hence, we easily find a family of constants \( C'_p \) depending (among other constants) explicitly on \( C_p, \tilde{C}_p, \) and \( \tilde{C}_3p \), such that \( \|P_s u(t)\|_{L^p} \leq C'_p \) for all \( t > 0 \) and for all \( p > 1 \).

4.2 Bounds on the residual

In this subsection, we consider solutions \( u \) of equation (1.1), with initial condition \( u(0) = u_0 \) satisfying condition (3.8). We prove a sequence of lemmas establishing bounds on the approximation \( \psi(t) := \varepsilon \psi_s(t) + \varepsilon^2 \psi_s(t) \) given in (3.11).

In order to prove that \( \psi \) is a good approximation of \( u \), we have to control the residual of \( \psi \), which is defined by
\[
\text{Res}(\psi(t)) := -\psi(t) + e^{tL} \psi(0) + \int_0^t e^{(t-\tau)L}(\varepsilon^2 A\psi(\tau) + \mathcal{F}(\psi(\tau))) \, d\tau + \varepsilon^2 W(t). \tag{4.6}
\]

First we establish some bounds on our approximation \( \psi_s \) from (3.11).
Lemma 4.3 Let Assumptions 3.1, 3.2, 3.3, and 3.4 be satisfied and fix some time \( T_0 > 0 \). Moreover, consider an initial condition \( u_0 \) fulfilling (3.8). Then for every \( p \geq 1 \) there exists a constant \( C_p \) such that 
\[
E \left( \sup_{T \in [0,T_0]} \| a(T) \|^p \right) = E \left( \sup_{t \in [0,T_0 e^{-\epsilon}] 1/n} \| \psi_\epsilon(t) \|^p \right) \leq C_p .
\]
Moreover, for every \( p \geq 1 \) and \( \kappa > 0 \), there exists a constant \( C \) depending on \( p \) and \( \kappa \) such that 
\[
E \left( \sup_{t \in [0,T_0 e^{-\epsilon}]} \| \psi_\epsilon(t) \|^p \right) \leq C \epsilon^{-\kappa} .
\]
Again Chebychev inequality immediately yields the following corollary.

Corollary 4.4 Under the conditions of the previous theorem. For all \( \kappa > 0 \), \( T_0 > 0 \) and \( p \geq 1 \) there is a constant \( C > 0 \) such that 
\[
\mathbb{P} \left( \| \psi_\epsilon(t) \| \leq \epsilon^{-\kappa} \text{ and } \| \psi_\epsilon(t) \| \leq \epsilon^{-\kappa} \text{ for all } t \in [0,T_0 e^{-2}] \right) \geq 1 - C \epsilon^p .
\]

Proof. Define the norm in \( L^p(\Omega, L^\infty([0,T_0 e^{-2}], X)) \) by 
\[
\| \psi \|_{L^p(L^\infty)} := \left( E \sup_{t \in [0,T_0 e^{-2}]} \| \psi(t) \|^p \right)^{1/p} ,
\]
and similarly for functions depending on the slow time-scale, where the supremum is taken over \( T \in [0,T_0] \). From the boundedness of the semigroup generated by \( L \) we get 
\[
\| \psi_\epsilon \|_{L^p(L^\infty)} \leq M e^{-2} \| P_\epsilon u_0 \|_{L^p} + \| P_\epsilon W_L \|_{L^p(L^\infty)} ,
\]
where, by assumption (3.8), one has \( \| P_\epsilon u_0 \|_{L^p} \leq C \epsilon^2 \). Moreover, the bound \( \| P_\epsilon W_L \|_{L^p(L^\infty)} \leq C \epsilon^{-\kappa/p} \) is given by standard arguments using for instance the factorisation method of Da Prato and Zabczyk [DPZ92]. This implies the second assertion.

For the first assertion define \( b = a - \beta_{-1} \) depending on the slow time-scale, where \( \beta_{-1}(t) = \int_0^t e^{-(T-s)} d\beta(s) \). It is easy to check that \( b \) is differentiable with 
\[
\partial_T b = A_c(b + \beta_{-1}) + \mathcal{F}_c(b + \beta_{-1}) + \beta_{-1} .
\]
By standard arguments, \( \| \beta_{-1} \|_{L^p(L^\infty)} \leq C \) where the constant depends on \( T_0 \) and \( p \). Using (3.5) and \( A_c \in \mathcal{L}(\mathcal{N}) \)
\[
\partial_T \| b \|^2 \leq C \| b \|^2 + 2 \langle \mathcal{F}_c(b + \beta_{-1}), b \rangle + C \| \beta_{-1} \|^2 \leq C \| b \|^2 + C(1 + \| \beta_{-1} \|^2)^2 .
\]
Gronwall’s inequality yields for \( t \in [0,T_0] \)
\[
\| b(T) \|^2 \leq e^{CT} \| a_0 \|^2 + C \int_0^T e^{C(T-\tau)}(1 + \| \beta(\tau) \|^2)^2 d\tau .
\]
Taking the $L^p/2(L^\infty)$-norm and using (3.8) implies
\[
\|b\|_{L^p(L^\infty)}^2 \leq e^{CT_0} \|a_0\|_{L^p}^2 + C \leq C.
\]
Hence,
\[
\|a\|_{L^p(L^\infty)} \leq \|b\|_{L^p(L^\infty)} + \|\beta_{-1}\|_{L^p(L^\infty)} \leq C,
\]
which concludes the proof of Lemma 4.3. \(\square\)

Note that the constants in the previous proof grow exponentially in $T_0$. To avoid this we could use the method of the following lemmas to obtain a logarithmic growth rate instead.

If we do not consider the supremum under the expectation, then the bound is uniform in $T$ or $t$, as shown in the following lemma. Moreover, for $a$, the strong dissipativity properties of the cubic nonlinearity allows one to prove a slightly stronger result, where the bound is independent of the initial condition.

**Lemma 4.5** Let Assumptions 3.1, 3.2, 3.3, and 3.4 hold and fix some time $T_0 > 0$ and some $p \geq 1$. Then there is a constant $C > 0$ such that for any solution $a$ of (3.9)
\[
\sup_{T \geq T_0} E\|a(T)\|^p \leq C,
\]
uniformly in the initial condition, provided $\|a(0)\| < \infty$ almost surely.

Moreover, for any initial condition $a(0)$, provided $\|a(0)\| < \infty$ almost surely.

Proof. Using (3.4) we obtain for any $b \in X$ with $\|b\| = 1$ that
\[
\langle F_c(b), b \rangle \leq K\delta^2 - \delta \leq -\delta/2
\]
for sufficiently small $\delta > 0$. Hence, as $F$ is trilinear $\langle F_c(b), b \rangle \leq -\frac{\delta}{2} \|b\|^4$. Using (4.8) and defining as before $b = a - \beta_{-1}$, we thus get the differential inequality
\[
\partial_T \|b\|^2 \leq -\frac{\delta}{2} \|b\|^4 + C_\delta(1 + \|\beta_{-1}\|^2)^2,
\]
for some constant depending explicitly on $\delta$.

Define now $K_\delta^2(T_0) = \sup_{T \in [0,T_0]} C_\delta(1 + \|\beta_{-1}(T)\|^2)^2$. Hence, for $T \in [0,T_0]$ we get $\partial_T \|b\|^2 \leq -\frac{\delta}{4} \|b\|^4 + K_\delta^2(T_0)$, and we either obtain $\|b\|^2 \leq 4K_\delta^2/\delta$, or $\|b\|^2$ is strictly decreasing with $\partial_T \|b\|^2 \leq -\frac{\delta}{4} \|b\|^4$. Thus $\|b\|^2 \leq 4/(\delta T + (4/\|b(0)\|^2)) \leq 4/(T \delta)$. Finally, for any $T \in [0,T_0]$
\[
\|a(T)\| \leq \max \left\{ \frac{4}{T \delta}, \frac{4K_\delta^2(T_0)}{\delta} \right\}^{1/2} + \|\beta_{-1}(T)\|.
\]
Hence, \( \|a(T_0)\|_{L^p} \leq C(T_0, p) \), with constant independent of \( a(0) \). This immediately implies the claim.

For the second part, the bound on \( a \) follows in a similar way than in the first part. The bound on \( \psi_s \) is straightforward, since \( \|P_sW_L(t)\|_{L^p} \leq C \) uniformly in \( t \geq 0 \).

The following lemma now gives a bound on the residual.

**Lemma 4.6** Let Assumptions 3.1, 3.2, 3.3, and 3.4 be satisfied. Moreover, consider an initial condition \( u_0 \) fulfilling (3.8). Then for all \( T_0 > 0 \), \( p > 1 \), and \( \kappa > 0 \) there is a constant \( C > 0 \) depending explicitly on \( p \) such that

\[
E\left( \sup_{t \in [0,T_0e^{-2}]} \|P_s\text{Res}(\psi(t))\|_{L^p}^p \right) \leq C \varepsilon^{2p(1-\kappa)},
\]

holds for all \( \varepsilon < 1 \).

**Proof.** From (4.6) and the definition of \( \psi_s \),

\[
P_s\text{Res}(\psi(t)) = \int_0^t e^{(t-\tau)L} P_s(\varepsilon^2 A\psi(\tau) + F(\psi(\tau))) \, d\tau.
\]

Since \( A \) and \( F \) are bounded from \( X \) to \( Y \), we obtain

\[
\|P_s\text{Res}(\psi(t))\|_{L^p} \leq C \int_0^t (1 + (t-\tau)^{-\alpha}) e^{-(t-\tau)\omega}(\varepsilon^2 \|\psi(\tau)\| + \|\psi(\tau)\|_3^3) \, d\tau.
\]

Therefore

\[
\|P_s\text{Res}(\psi(t))\|_{L^p(L^\infty)} \leq C \int_0^\infty (1 + \tau^{-\alpha}) e^{-\tau\omega} \, d\tau \left( \varepsilon^2 \|\psi\|_{L^p(L^\infty)} + \|\psi\|_{L^p(L^\infty)}^3 \right),
\]

and the claim follows from Theorem 4.3.

**Lemma 4.7** Suppose Assumptions 3.1, 3.2, 3.3, and 3.4 are satisfied. Moreover, consider initial condition \( u_0 \) as in (3.8). For every \( T_0 > 0 \), every \( p > 0 \), and every \( \kappa > 0 \), there exists a constant \( C_{\text{Res}} > 0 \) depending explicitly on \( p \) such that, for every \( \varepsilon \in (0, 1) \), the residual \( P_s\text{Res}(\psi(t)) \) satisfies the bound

\[
E\left( \sup_{t \in [0,T_0e^{-2}]} \|P_s\text{Res}(\psi(t))\|_{L^p}^p \right) \leq C_{\text{Res}} \varepsilon^{3p(1-\kappa)}.
\]

(4.10)

Furthermore, the residual is differentiable in \( t \), i.e. \( P_s\text{Res}(\psi) \in C^1([0, T_0e^{-2}], N) \) \( P \)–almost surely.

**Proof.** Throughout this proof, we will say that a stochastic process \( \{X(t)\}_{t \geq 0} \) is \( \mathcal{O}(\varepsilon^m) \) (or of order \( \varepsilon^m \)) if for all \( p \geq 1 \) and \( \kappa > 0 \) there is a constant such that \( \|X\|_{L^p(L^\infty)} \leq C \varepsilon^{m-\kappa} \), and similarly for functions on the slow time-scale \( T \).
this notation we know by Lemma 4.3 that \( \psi_s \) is of order \( \varepsilon^{0-} \), but \( \psi_c \) is of order 1 or \( \varepsilon^0 \).

Now (4.6) and (3.9) implies

\[
P_c \text{Res}(\psi(t)) = \varepsilon^4 \int_0^t (A_c \psi_s + 3F_c(\psi_c, \psi_c, \psi_s) + 3\varepsilon F_c(\psi_c, \psi_s, \psi_s) + \varepsilon^2 F_c(\psi_s)) \, d\tau.
\]

(4.11)

Note first that by definition \( \psi_c \) and \( \psi_s \) are at least continuous in time. Moreover, since \( A_c \) and \( F_c \) are continuous, it is obvious that the integrand is in \( C^0([0, T_0 \varepsilon^{-2}], \mathcal{N}) \).

Hence, \( P_c \text{Res}(\psi) \) is differentiable.

To bound (4.11) note first that by Assumption 3.3 and Lemma 4.3, the two last terms are of order \( \varepsilon^{3-} \) and \( \varepsilon^{4-} \), respectively.

Using the definition of \( \psi_s \) from (3.10), we obtain for the first term

\[
\int_0^t A_c \psi_s \, d\tau = \int_0^t A_c e^{-\tau L} \psi_s(0) \, d\tau + \int_0^t A_c \int_0^\tau e^{(\tau - \eta)L} P_s Q \, dW(\eta) \, d\tau
= A_c L_s^{-1}(I - e^{\tau L}) \psi_s(0) + A_c L_s^{-1} P_s Q(W(t) - W_L(t)),
\]

by using a stochastic Fubini theorem. Since any finite-dimensional projection of the cylindrical Wiener process \( W \) (thus in particular \( A_c L_s^{-1} P_s QW \)) is of order \( \varepsilon^{-1-} \), all of the above terms are of order \( \varepsilon^{3-} \) or even smaller. Note that, by Theorem 4.1, \( \psi_s(0) \) is of order 1.

We expand the remaining term in (4.11) as

\[
\varepsilon^4 \int_0^t F_c(a(\varepsilon^2 \tau), a(\varepsilon^2 \tau), \psi_s(\tau)) \, d\tau = \varepsilon^2 \int_0^T F_c(a(\tau), a(\tau), e^{-2L} \psi_s(0)) \, d\tau
+ \varepsilon^2 \int_0^T F_c(a(\tau), \psi(\tau), W_L(\tau \varepsilon^{-2})) \, d\tau =: I_1(T) + I_2(T).
\]

Now for the first term

\[
\|I_1(T)\| \leq C \varepsilon^2 \|\psi_s(0)\| \cdot \left( \sup_{\tau \in [0, T]} \|a(\tau)\|^2 \right) \cdot \int_0^T e^{-\tau \varepsilon^{-2} \omega} \, d\tau = O(\varepsilon^{4-}).
\]

Hence, \( \|I_1\|_{L^p(L^\infty)} \leq C \varepsilon^{4-\kappa} \).

In order to bound the second term, let us define the linear operator

\[
B_a(\tau) : X \to \mathcal{N} \quad \text{by} \quad B_a(\tau)u = F_c(a(\tau), a(\tau), u).
\]

(4.12)

With this notation

\[
I_2(T) = \int_0^T B_a(\tau) \int_0^\tau e^{-Lc^{-2}(\tau - r)} P_s Q \, dW(r) \, d\tau.
\]

Let us first consider the case where \( Q \) and \( P_c \) commute. In this case, the process \( B_a(\cdot) \) is independent of the process \( P_s QW(\cdot) \) and one can decompose \( I_2 \) in the following way:

\[
I_2 = \int_0^T \int_r^{T_0} B_a(\tau) e^{-Lc^{-2}(\tau - r)} P_s Q \, d\tau \, dW(r)
\]
where we defined the process \( \tilde{\sigma} \) independent of the \( X \) in projection on the cokernel of \( P \) is a semimartingale with respect to \( I \). Therefore apply the previous calculation to this part and it remains to bound for this case.

Since \( I_3 \) is a martingale, the Burkholder–Davis–Gundy inequality (see e.g. section IV.4 of [RY99]) yields

\[
E \left( \sup_{T \in [0,T_0]} \| I_3(T) \|^p \right) \leq C_p E \left( \int_0^{T_0} \| \tilde{B}(\tau) \|_{L^2} d\tau \right)^{p/2}, \tag{4.13}
\]

where we defined the process \( \tilde{B} \in C^0([0,T_0], \mathcal{L}(X, N)) \) by

\[
\tilde{B}(\tau) = \varepsilon \int_{\tau}^{T_0} B_a(\tau) e^{-Le^{-2}(\tau-T)} P_a Q d\tau.
\]

Moreover, we denote by \( L^2_0 \) the space of Hilbert-Schmidt operators with norm \( \| B \|_{L^2_0} = \text{tr}(\tilde{B}^* \tilde{B}) \), where as usual \( \tilde{B}^* \) denotes the adjoint operator of \( \tilde{B} \).

By Assumption 3.1, \( \| e^{-Le^{-2}(\tau-T)} P_a \| \leq C e^{-\varrho e^{-2}(\tau-T)} \), and therefore

\[
\sup_{T \in [0,T_0]} \| \tilde{B}(\tau) \|_{L^2_0} \leq C e^{3p} \sup_{r \in [0,T_0]} \| B_a(\tau) \|_{\mathcal{L}(X, N)},
\]

where we used that \( \text{tr}(\tilde{B}^* \tilde{B}) \leq C \| \tilde{B} \|_{\mathcal{L}(X, N)} \) due to the fact that \( \tilde{B} \tilde{B}^* \in \mathcal{L}(N, N) \) is just a matrix.

Combining this with Lemma 4.3, (4.12) and (4.13), we eventually get

\[
E \left( \sup_{T \in [0,T_0]} | I_3(T) |^p \right) \leq C_p \varepsilon^{3p}. \tag{4.14}
\]

In order to bound \( I_4 \), we write it as

\[
I_4(T) = \varepsilon^2 \int_{T}^{T_0} B_a(\tau) e^{-Le^{-2}(\tau-T)} P_a W_L(\varepsilon^{-2} \tau) d\tau.
\]

Since \( \| P_a W_L \|_{\mathcal{L}(L, \infty)} \leq C \varepsilon^{-n} \) (see the proof of Lemma 4.3), it follows immediately from Assumption 3.1 that \( I_4 \) is \( O(\varepsilon^{4-n}) \). This finishes the proof of the lemma for this case.

It remains to bound \( I_2 \) in the case when \( Q \) and \( P_q \) do not commute. Since \( B_a(\tau) \) is a semimartingale with respect to \( P_a Q W(\tau), \) we define \( P_q \) as the orthogonal projection on the cokernel of \( P_a Q \), which is the orthogonal complement of \( \ker P_a Q \) in \( X \). This projector is of rank at most \( n = \dim N \) and is such that \( B_q(\cdot) \) is independent of the \( \sigma \)-field generated by the increments of \( Q(1 - P_q) W(\cdot) \). We can therefore apply the previous calculation to this part and it remains to bound

\[
\tilde{I}_2(T) = \varepsilon \int_{0}^{T} B_a(\tau) \int_{0}^{T} e^{-Le^{-2}(\tau-	au')} P_a Q P_q dW(\tau) d\tau.
\]

Since \( B_a \) is a bilinear map applied to \( (a, a) \) and \( P_q \) has finite rank, we can rewrite \( \tilde{I}_2 \) as

\[
\tilde{I}_2(T) = \varepsilon B \int_{0}^{T} a(\tau) \otimes a(\tau) \otimes \left( \int_{0}^{T} e^{-Me^{-2}(\tau-	au')} \otimes dw(\tau) \right) d\tau, \tag{4.15}
\]
where $M$ is now a matrix, $w$ is a Wiener process of finite dimension, say $m$, and $B$ is a finite-dimensional linear map. Moreover, we identify $N$ with $\mathbb{R}^n$. We use this notation in order to avoid using multiple indices.

Since $B$ is constant and of bounded norm, we make a slight abuse of notation and omit it in the sequel. It is possible to choose $w$ in such a way that $a$ satisfies the equation

$$
da(t) = (A_c a(t) + \mathcal{F}_c(a(t))) \, dt + \tilde{Q} \, dw(t) = \mathcal{G}(a) \, dt + \tilde{Q} \, dw(t), \quad (4.16)$$

for some matrix $\tilde{Q} \in \mathbb{R}^{n \times m}$. In particular, the process $a$ is adapted to the filtration generated by $w$. In order to simplify the subsequent expressions further, we write $S^{(t)}_\varepsilon$ for $e^{-M\varepsilon^{-2}t}$, and we define the process

$$w_M(T) = \int_0^T S^{(t)}_\varepsilon \otimes dw(s), \quad (4.17)$$

which is easily seen to be of order $O(\varepsilon^{1-})$. This is for example done by rescaling to the fast time-scale, and using the analog for the bound on $P_s W_L(t)$.

In order to bound (4.15), we would like to exchange the order of integration. The problem is that the integrand for the stochastic integral is then no longer adapted. We will therefore interpret all the stochastic integrals appearing until the end of this proof as Skorokhod integrals (see [Nua95] for example). We will mainly make use of the following property of the Skorokhod integral, where $D_t$ denotes the Malliavin derivative of a random variable. We formulate only the one-dimensional version, the finite-dimensional generalisation being obvious.

**Lemma 4.8** Let $\beta$ be a Brownian motion, $u$ a Skorokhod integrable process, and let $a$ be a random variable with square integrable Malliavin derivative. Then

$$a \int_0^T u(t) \, d\beta(t) = \int_0^T a \, u(t) \, d\beta(t) + \int_0^T D_t a \, u(t) \, dt \quad (4.18)$$

holds.

**Proof.** The proof of this lemma can be found in [Nua95, p. 40].

For shortness of presentation, we do not give a detailed definition of Malliavin derivatives. The only Malliavin derivative required in this paper is that of the process $a$, which is denoted by $D_t a(t)$. Since $a$ takes values in $N$ and $w$ takes values in $\mathbb{R}^m$, $D_t a(t)$ will take values in $\mathbb{R}^m \otimes N$, which we also identify with $L(\mathbb{R}^m, N)$. With this identification made, $D_t a(t)v$ is given, for each $v \in \mathbb{R}^m$, as the solution to the random differential equation

$$\frac{dD_t a(t)v}{d\tau} = D\mathcal{G}(a(\tau)) \, D_t a(\tau)v, \quad D_t a(t)v = \tilde{Q}v. \quad (4.19)$$

(If $t \geq \tau$, then $D_t a(\tau) = 0$.) Formally, (4.19) is obtained by making the substitution $dw(\tau) \mapsto dw + h \, \delta(\tau - t) \, d\tau$ in (4.16) and then differentiating the resulting
process with respect to $h$ and evaluating it at $h = 0$. For a general and rigorous definition of the Malliavin derivative, we refer to [Mal97, Nua95].

Obviously $D\tilde{Q}(a)v = A_cv + 3F_{c}(a,a,v)$. Hence, using the bound on $A_c$ and condition (3.4), we derive using a standard Gronwall argument, that one has for $t \leq \tau$ the bound

$$\|\mathcal{D}_t a(\tau)\| \leq \|\tilde{Q}\|e^{\|A_c\|\tau - t},$$

(4.20)

where all norms are the corresponding matrix norms e.g. in $\mathbb{R}^{n \times m}$.

Another ingredient for bounding $\tilde{I}_2$ is the following modification of the Burkholder–Davis–Gundy inequality:

**Lemma 4.9** Let $w(t)$ and $S_t^{(\varepsilon)}$ be as above, and let $Z(s)$ be a real-valued continuous adapted process whose $L^2$-norm has moments of all orders. Then, the following bound holds for every $\varepsilon > 0$ and for every $p \geq 1$:

$$E \sup_{t \in [0,T]} \left\| \int_0^t Z(s) S_{t-s}^{(\varepsilon)} \otimes dw(s) \right\|^p \leq C_p E \left( \int_0^T |Z(s)|^2 ds \right)^{p/2},$$

(4.21)

where the constant $C_p > 0$ is independent of $\varepsilon$.

**Proof.** Using integration by parts, we get

$$\int_0^t Z(s) S_{t-s}^{(\varepsilon)} \otimes dw(s) = \text{Id} \otimes \int_0^t Z(s) dw(s)$$

$$+ \varepsilon^{-2} M \int_0^t S_{t-s}^{(\varepsilon)} \otimes \int_0^s Z(r) dw(r) ds.$$

It now suffices to apply Burkholder–Davis–Gundy to $\int_0^t Z(s) dw(s)$ and to use the fact that $S_t^{(\varepsilon)}$ is a contraction semigroup, i.e. a bound like (3.1) holds. Hence

$$\int_0^t \|S_{t-s}^{(\varepsilon)}\| ds \leq M \int_0^t e^{-\omega \varepsilon^{-2}(t-s)} ds \leq C \varepsilon^2,$$

(4.22)

and the estimate (4.21) follows. \hfill \Box

Let us now finally turn to the bound on $\tilde{I}_2(T)$. Using (4.18) and the stochastic Fubini theorem (see e.g. [Leò93] for a quite general version that also applies to Hilbert spaces) we can rewrite it as

$$\tilde{I}_2(T) = \varepsilon \int_0^T \int_0^\tau [a(\tau) \otimes a(\tau) - a(s) \otimes a(s)] \otimes S_{t-s}^{(\varepsilon)} \otimes dw(s) d\tau$$

(4.23a)

$$+ \varepsilon \int_0^T a(s) \otimes a(s) \otimes \int_s^T S_{t-s}^{(\varepsilon)} d\tau \otimes dw(s)$$

(4.23b)

$$+ 2\varepsilon \int_0^T \int_0^\tau a(\tau) \otimes \mathcal{D}_s a(\tau) \otimes S_{t-s}^{(\varepsilon)} ds d\tau.$$  

(4.23c)

Term (4.23c) is seen to be of order $\varepsilon^3$ by using (4.20) and Lemma 4.3. Term (4.23b) can be bounded by first computing the inner integral explicitly, which gives an
additional $\varepsilon^2$ from integrating $S_{\tau-r}^{(\varepsilon)}$, and then applying Lemma 4.9 to the remaining terms. So it remains to bound the first term (4.23a). By Itô’s formula, we have for some constant matrix $C$, which depends only on the covariance matrix $\tilde{Q}$, that

$$a(\tau) \otimes a(\tau) - a(s) \otimes a(s) = 2 \int_{s}^{\tau} a(r) \otimes \mathcal{G}(a(r))\, dr$$

$$+ (\tau - s)C + 2 \int_{s}^{\tau} a(r) \otimes \tilde{Q}\, dw(r) .$$

The term induced by $(\tau - s)C$ can easily be bounded by $O(\varepsilon^3)$, using (4.22). So we focus on the two remaining terms which we denote by $J_1$ and $J_2$. For the first one, we get, by applying again the stochastic Fubini theorem and (4.18):

$$J_1(T) = 2\varepsilon\int_{0}^{T} \int_{0}^{r} \int_{s}^{\tau} a(r) \otimes \mathcal{G}(a(r))\, dr \otimes S_{\tau-r}^{(\varepsilon)} \otimes dw(s)\, d\tau$$

$$= 2\varepsilon\int_{0}^{T} \int_{0}^{r} \int_{s}^{\tau} a(r) \otimes \mathcal{G}(a(r)) \otimes S_{\tau-r}^{(\varepsilon)} w_M(r)\, dr\, d\tau$$

$$+ \varepsilon\int_{0}^{T} \int_{0}^{r} \int_{s}^{\tau} \mathcal{D}_a(a(r) \otimes \mathcal{G}(a(r)) \otimes S_{\tau-r}^{(\varepsilon)} ds\, dr\, d\tau$$

$$+ \varepsilon\int_{0}^{T} \int_{0}^{r} \int_{s}^{\tau} a(r) \otimes D\mathcal{G}(a(r)) \mathcal{D}_a(a(r) \otimes S_{\tau-r}^{(\varepsilon)} ds\, dr\, d\tau .$$

All these terms are easily bounded by $O(\varepsilon^3)$, using Lemma 4.3 for $a$, Assumptions 3.2 and 3.3 for $\mathcal{G}$, (4.22) for producing $\varepsilon^2$, and the discussion after (4.17) showing that $w_M = O(\varepsilon^{1-}).$

The term $J_2$ is defined as

$$J_2(T) = 2\varepsilon\int_{0}^{T} \int_{0}^{r} \int_{s}^{\tau} a(r) \otimes \tilde{Q}\, dw(r) \otimes S_{\tau-r}^{(\varepsilon)} \otimes dw(s)\, d\tau .$$

Changing the order of the integration and computing explicitly the integral over $d\tau$ yields

$$J_2(T) = 2\varepsilon^3\int_{0}^{T} \int_{0}^{r} a(r) \otimes M^{-1} \mathcal{S}_{\tau-r}^{(\varepsilon)} (\mathcal{S}_{\tau-r}^{(\varepsilon)} - \text{Id}) \otimes dw(s) \otimes \tilde{Q}\, dw(r) .$$

At this point, we again use (4.18) in order to “pull” $a$ out of the inner integral. This yields

$$J_2(T) = 2\varepsilon^3\int_{0}^{T} a(r) \otimes M^{-1} (\mathcal{S}_{\tau-r}^{(\varepsilon)} - \text{Id}) w_M(r) \otimes \tilde{Q}\, dw(r)$$

$$+ 2\varepsilon^3\int_{0}^{T} \int_{0}^{r} \mathcal{D}_a(a(r) \otimes M^{-1} \mathcal{S}_{\tau-r}^{(\varepsilon)} ds\, (\mathcal{S}_{\tau-r}^{(\varepsilon)} - \text{Id}) \otimes \tilde{Q}\, dw(r) .$$

Both terms are at most of order $O(\varepsilon^3)$ by Lemma 4.9 and the fact that $a, \mathcal{D}_a, \mathcal{S}_{\tau-r}^{(\varepsilon)}, w_M$ are all of order 1 or better, therefore concluding the proof of Lemma 4.7.
4.3 Approximation

In this subsection, we use the bounds previously obtained for the residual to give the proofs of Theorem 3.8 and Corollary 3.9. Recall that this theorem states that ψ(t) does indeed approximate u(t) up to errors of order O(ε^3), where u is a solution of the original SPDE (3.7) with initial conditions satisfying the a priori bounds (3.8).

Proof of Theorem 3.8. For shorthand notation, we define R(t) by u(t) = εψ_c(t) + ε^2ψ_s(t) + ε^3R(t). Note that by definition (cf. (3.11)) we have R(0) = 0.

Define for some arbitrary κ ∈ (0, 1/2) and T_0 > 0 the event A by

\[ A := \left\{ \sup_{t \in [0, T_0 \varepsilon^{-2}]} \left( \| \psi_s(t) \| + \| \psi_c(t) \| + \varepsilon^{-3} \| \text{Res}_c(\psi(t)) \| \right. \right. \]
\[ \left. \left. + \varepsilon^{-2} \| \text{Res}_s(\psi(t)) \| \right) \leq \varepsilon^{-\kappa} \right\}. \tag{4.24} \]

We know by Lemmas 4.3, 4.6, and 4.7 that P(A) ≥ 1 - Cε^p. Now all we have to verify is that sup_{t \in [0, T_0 \varepsilon^{-2}]} \| R(t) \| \leq C \varepsilon^{-\kappa} on A.

Let R = P_c R, R = R and define the stopping time τ_e by

\[ \tau_e = \inf\{ t > 0 : \| R(t) \| \geq \varepsilon^{-1/2} \}. \]

One obtains from (3.7) and (4.6)

\[ R(t) = \varepsilon^{-3} \text{Res}(\psi(t)) + \varepsilon^2 \int_0^t e^{(t-\tau)L} AR(\tau) \, d\tau + \varepsilon^{-3} \int_0^t e^{(t-\tau)L}(F(u(\tau)) - F(\psi(\tau))) \, d\tau. \tag{4.25} \]

Since F is trilinear and u = ψ + ε^3R, we have by Assumption 3.3

\[ \| F(u) - F(\psi) \|_{X^{-\alpha}} \leq C_F \varepsilon^3(3\| \varepsilon^{-1} \psi \|_2^2 \| R \| + 3\varepsilon^2 \| \varepsilon^{-1} \psi \| \| R \| + \varepsilon^4 \| R \|^3). \]

For t < τ_e, we thus obtain on A

\[ \| R_s(t) \| \leq C \text{Res} \varepsilon^{-\kappa} + C \int_0^{\tau_e} (1 + (t_e - \tau)^{-\alpha}) \varepsilon e^{-(t_e - \tau)\omega}(C_A \varepsilon^{3/2} + C_F C \varepsilon) \, d\tau \leq C \varepsilon^{-\kappa}. \]

Since, by Lemma 4.7, Res_c(ψ(t)) is differentiable, we get from (4.25)

\[ \partial_\tau R_c = \varepsilon^2 A_c R_c + \varepsilon^{-3} \text{Res}_c(\psi(t)) + F_c(\psi_c + \varepsilon \psi_s + \varepsilon^2 R) - F_c(\psi_c + \varepsilon \psi_s). \]

In order to bound R_c, we define as in (4.12) the \( L(N', N) \)-valued process \( B_\alpha(T) \) by \( B_\alpha(T)v = 3F_c(\alpha(T), a(T), v) \), and we set \( \tilde{R}_c(T) = R_c(\varepsilon^2 T) \), where \( \tilde{R}_c \) lives on the slow time-scale. With these notations we get

\[ \partial_T \tilde{R}_c(T) = (A_c + B_\alpha(T)) \tilde{R}_c(T) + \varepsilon^{-3} \partial_T(\text{Res}_c(\varepsilon^{-2} T)) + K(T), \tag{4.26} \]
where we defined
\[ \varepsilon^2 K(T) = \mathcal{F}_c(cT_c) \varepsilon^2 - \Delta \mathcal{F}_c(cT_c). \]

Now an elementary calculation shows that \( K \) contains all terms from \( \mathcal{F}(u) \) that are of higher order. Hence, we obtain on \( \mathcal{A} \) that
\[ \|K(T)\| \leq C_{T_0} \varepsilon^{1/2 - 2\kappa} \quad \text{for} \quad T \in [0, T_0] \cap [0, \tau_c \varepsilon^2]. \] (4.27)

To bound \( R_c \) or \( \tilde{R}_c \), we will discuss (4.26) further. First define \( U(T, S) \in \mathcal{L}(\mathcal{N}, \mathcal{N}) \) as the flow generated by \( A_c + B_a(T) \), i.e. the solution of
\[ \partial_T U(T, S) = (A_c + B_a(T)) U(T, S), \quad U(S, S) = I. \]

To bound \( U \) note first that obviously \( A_c \in \mathcal{L}(\mathcal{N}, \mathcal{N}) \) and \( \langle w, B_a(T) w \rangle < 0 \) by (3.4). Hence \( \langle w, (A_c + B_a(T)) w \rangle \leq \|A_c\| \|w\|^2 \) for all \( w \in \mathcal{N} \). Using a standard Gronwall argument, this immediately implies \( \|U(T, S)\|_{\mathcal{L}(\mathcal{N})} \leq \exp(\|A_c\|_{\mathcal{L}(\mathcal{N})}(T - S)). \) Moreover, solving (4.26) with the help of the variation of constants formula yields
\[ \tilde{R}_c(T) = \varepsilon^{-3} \int_0^T U(T, S) \partial_S (\text{Res}_c(\psi(\varepsilon^{-2} S))) \, dS + \int_0^T U(T, S) K(S) \, dS. \] (4.28)

By (4.27) the second term on the right-hand side in (4.28) is bounded by
\[ \left\| \int_0^T U(T, S) K(S) \, dS \right\| \leq C_{T_0} \varepsilon^{1/2 - 2\kappa} \leq C_{T_0}. \] (4.29)

In order to bound the first term in (4.28), we integrate by parts:
\[ \int_0^T U(T, S) \partial_S (\text{Res}_c(\psi(\varepsilon^{-2} S))) \, dS = \text{Res}_c(\psi(\varepsilon^{-2} T)) - U(T, 0) \text{Res}_c(\psi(0)) + \int_0^T U(T, S) (A_c + B_a(S)) \text{Res}_c(\psi(\varepsilon^{-2} S)) \, dS. \]

Combining Lemma 4.7 with our bounds for \( A, B_a, \) and \( U \), we bound the latter by \( C_T \varepsilon^{-\kappa}. \)

We have shown that \( \|R(t)\| \leq C \varepsilon^{-\kappa} \) for \( t < \min\{\tau_c, \varepsilon^{-2} T_0\} \). By the continuity of the process \( \|R(t)\| \) and the definition of \( \tau_c \), this implies that \( \tau_c \geq \varepsilon^{-2} T_0 \) on \( \mathcal{A} \) for \( \varepsilon > 0 \) sufficiently small, so the proof of Theorem 3.8 is complete.

**Proof of Corollary 3.9.** Recall the notation \( \|\cdot\|_{\mathcal{L}(L^\infty)} \) introduced in (4.7). Using (3.8) and Lemma 4.3 we readily obtain the following a priori bound.
\[ \|R\|_{\mathcal{L}(L^\infty)} \leq \varepsilon^{-3} \|w\|_{\mathcal{L}(L^\infty)} + \varepsilon^{-3} \|\psi\|_{\mathcal{L}(L^\infty)} \leq C \varepsilon^{-2}. \]

Define \( \mathcal{R}_p = \sup_{t \in [0, T_0 \varepsilon^{-2}]} \|R(t)\|^p \). Using Theorem 3.8 with \( 6p + 4 \) instead of \( p \), we easily derive
\[ \mathbb{E} \mathcal{R}_p = \int_{\{\mathcal{R}_p \geq C \varepsilon^{3p-\kappa}\}} \mathcal{R}_p d\mathbb{P} + C \varepsilon^{3p-\kappa} \int_{\{\mathcal{R}_p < C \varepsilon^{3p-\kappa}\}} d\mathbb{P}. \]
Structure of the Invariant Measures

\[ \leq \mathbf{P}(\mathcal{R}_p \geq C\varepsilon^{3p-\kappa})^{1/2} \cdot (\mathbf{E}\mathcal{R}_p^2)^{1/2} + C\varepsilon^{3p-\kappa} \]
\[ \leq C\varepsilon^{3p+2}\varepsilon^{-2} + C\varepsilon^{3p-\kappa}, \]
which concludes the proof of Corollary 3.9. \qed

5 Structure of the Invariant Measures

In this section, we consider the approximation to the original equation on the slow time-scale and we rescale its amplitude by a factor \( \varepsilon^{-1} \). In other words, we consider for the approximation the solutions of
\[ dv_c = A_c v_c \, dT + \mathcal{F}_c(v_c) \, dT + P_c Q \, d\tilde{W}(T), \]
\[ dv_s = \varepsilon^{-2} L v_s \, dT + P_s Q \, d\tilde{W}(T), \]
where \( \tilde{W} \) is the rescaled Wiener process, with the same distribution as \( W \). We rewrite the original equation (1.1) in a similar way as
\[ d\tilde{u} = \varepsilon^{-2} L \tilde{u} \, dT + A \tilde{u} \, dT + \mathcal{F}(\tilde{u}) \, dT + Q \, d\tilde{W}(T), \]
where \( \tilde{u}(T) = \varepsilon^{-1} u(\varepsilon^{-2} T) \) is the rescaled solution \( u \).

We denote by \( \mathcal{P}_T \) the Markov semigroup generated by the solutions of (5.1) and by \( \mathcal{Q}_T \) the one generated by (5.2). (We make a slight abuse of notation by using the same symbol for the semigroup acting on measures and its dual group acting on functions.) Since (5.1a) and (5.1b) are only coupled through the noise, they can also be considered separately and we denote by \( \mathcal{P}_{c,T} \) and \( \mathcal{P}_{s,T} \) the corresponding semigroups.

Since we rescaled the equations in such a way that solutions are of order 1 and no longer of order \( \varepsilon \), it will follow that the Wasserstein distance (5.6) between the invariant measures for \( \mathcal{Q}_T \) and for \( \mathcal{P}_T \) is of order \( O(\varepsilon^2) \). A straightforward modification of the arguments presented here also allows to show that this distance is of order \( O(\varepsilon^3) \) in the original scaling. We however prefer to prove the result in this scaling for simplicity of presentation, as now a lot of terms are actually independent of \( \varepsilon \).

The main results are the following. The first result basically says that \( \mathcal{P}_T \) is (up to small errors) a contraction uniform in \( \varepsilon \). Precise definitions and properties of the Wasserstein (\( \| \cdot \|_L \)) and other distances of probability measures will be given after the theorems.

**Theorem 5.1** Let the assumptions of section 3 hold. There exists a \( T_0 > 0 \) such that
\[ \| \mathcal{P}_{T_0} \mu - \mathcal{P}_{T_0} \nu \|_L \leq \frac{1}{2} \| \mu - \nu \|_L + \varepsilon^2 \int_X (1 + \| P_x x \|) (\mu(\nu)(dx)), \]
for every pair \( \mu, \nu \) of probability measures on \( X \) and for every \( \varepsilon \in (0, 1) \).
The next result gives the expansion of the invariant measure. Important is the following bound on moments of some measure \( \mu \), which is necessary to apply the results of the previous sections.

Let \( C_p \) be a sequence of positive constants indexed by \( p \geq 1 \) and let \( \mu \) be a measure on \( X \) satisfying

\[
\int_X \|x\|^p \mu(dx) < C_p \quad \text{and} \quad \int_X \|P_s x\|^p \mu(dx) < C_p \varepsilon^p \tag{5.3}
\]

for all \( p \geq 1 \).

**Theorem 5.2** Suppose all assumptions of section 3 are satisfied. Let \( \mu \) and \( \nu \) be two measures on \( X \) satisfying (5.3). Then, there exist constants \( C, C_\ast \), and \( \gamma > 0 \) depending only on the family \( \{C_p\} \) such that

\[
\|P_T \mu - Q_T \nu\|_L \leq Ce^{-\gamma T}\|\mu - \nu\|_L + C_\ast \varepsilon^{2-\kappa} \tag{5.4}
\]

holds for every \( T > 0 \) and every \( \varepsilon \in (0,1) \). In particular, if \( \mu_\ast \) and \( \nu_\ast \) denote invariant measures for \( P_T \) and \( Q_T \), respectively, one has \( \|\mu_\ast - \nu_\ast\|_L \leq C_\ast \varepsilon^{2-\kappa} \).

It is clear that, in the case where \( P_c \) and \( L \) commute, we have independence of the solutions of (5.1a) and (5.1b). Hence,

\[
\mu_\ast = \mu_\ast^c \otimes \mu_\ast^s, \tag{5.5}
\]

where \( \mu_\ast^c \) is the invariant measure for (5.1a) and \( \mu_\ast^s \) is the invariant measure for (5.1b). Due to the structure of the equation, it is furthermore obvious that one always has \( P_c^\ast \mu_\ast = \mu_\ast^c \) and \( P_s^\ast \mu_\ast = \mu_\ast^s \). However, there is in general no reason for (5.5) to hold if \( P_c \) and \( L \) do not commute.

In subsection 5.2, we show that, even if \( P_c \) and \( L \) do not commute, the equality (5.5) holds up to an error term of order \( \varepsilon^{2-\kappa} \) for arbitrarily small \( \kappa \). This is a consequence of the fact that (5.1a) and (5.1b) live on different time-scales. It is nevertheless rather surprising that the error is roughly of order \( \varepsilon^2 \), since (5.1b) needs a time of the order \( \varepsilon^2 \) to reach equilibrium, but in this time interval (5.1a) moves by an amount of order \( \varepsilon \), due to the presence of the diffusion term. The rigorous statement of this result is:

**Theorem 5.3** Let the assumptions of section 3 hold. Then, for every \( \kappa > 0 \), there exists a constant \( C \) such that

\[
\|\mu_\ast - \mu_\ast^c \otimes \mu_\ast^s\|_L \leq C\varepsilon^{2-\kappa}
\]

for all \( \varepsilon \in (0,1) \), where \( \mu_\ast \) is the invariant measure for the approximating equation (5.1). Moreover, \( P_c^\ast \mu_\ast = \mu_\ast^c \) and \( P_s^\ast \mu_\ast = \mu_\ast^s \) are the marginals of \( \mu_\ast \) on \( N \) and \( S \).

Before we proceed, we first recall definitions and properties of the norms on the space of signed measures on \( X \), which are used in the statement above, and the proofs below.
Given a measurable function \( \varphi : X \to \mathbb{R} \), we define its Lipschitz norm \( \| \varphi \|_L \) by

\[
\| \varphi \|_L = \sup_{x, y \in X} \left\{ |\varphi(x)|, \frac{|\varphi(x) - \varphi(y)|}{\|x - y\|} \right\}.
\]

We will also be led to consider function with bounded Lipschitz norm in the stable directions. We therefore define in a similar way

\[
\| \varphi \|_{L,s} = \sup_{x, y \in X} \left\{ |\varphi(x)|, \frac{|\varphi(x) - \varphi(y)|}{\|P_s x - P_s y\|} \right\}.
\]

These two norms induce corresponding norms on the space of signed measures on \( X \). The Wasserstein distance is defined by

\[
\| \mu - \nu \|_L = \sup_{\|\varphi\|_L \leq 1} \left| \int_X \varphi(x) \mu(dx) - \int_X \varphi(x) \nu(dx) \right|,
\]

and we define \( \| \mu - \nu \|_{L,s} \) in a similar way. Recall also that the total variation distance between two measures on \( X \) is given by

\[
\| \mu - \nu \|_{TV} = \sup_{\|\varphi\|_{\infty} \leq 1} \left| \int_X \varphi(x) \mu(dx) - \int_X \varphi(x) \nu(dx) \right|,
\]

where \( \|\varphi\|_{\infty} = \sup_{x \in X} |\varphi(x)| \). Note that these definitions imply

\[
\| \mu - \nu \|_L \leq \| \mu - \nu \|_{L,s} \leq \| \mu - \nu \|_{TV}.
\]

We will sometimes use the following equivalent definition of the total variation distance. Denote by \( \mathcal{C}(\mu, \nu) \) the set of all couplings of \( \mu \) and \( \nu \), i.e. the set of all probability measures \( P \) on the product space \( X \times X \) such that the first marginal of \( P \) is equal to \( \mu \) and its second marginal is equal to \( \nu \). Then, one has

\[
\frac{1}{2} \| \mu - \nu \|_{TV} = \inf_{P \in \mathcal{C}(\mu, \nu)} P\{ x \neq y \}.
\]

Furthermore, there exists one coupling that realises the infimum.

The Monge–Kantorovitch theorem (see e.g. [RR00]) yields a similar representation for the Wasserstein distance:

\[
\frac{1}{2} \| \mu - \nu \|_L = \inf_{P \in \mathcal{C}(\mu, \nu)} \int_X \int_X \inf\{ \| x - y \|, 1 \} P(dx, dy).
\]

In particular, an inequality holds if the integrand on the right hand side is taken to be \( \| x - y \| \).
5.1 Proofs

We now proceed to the proofs of Theorem 5.1 and Theorem 5.2, which will be broken into several steps. First, we show the following “smoothing property” of $P_T$.

**Lemma 5.4** There exists a constant $K$ independent of $\varepsilon$ such that, for every $T > 0$, one has
\[
\|P_T \mu - P_T \nu\|_{L^s} \leq K(T^{-\frac{1}{2}} + 1)\|\mu - \nu\|_L,
\]
for every pair $\mu, \nu$ of probability measures on $X$.

**Proof.** Since we assumed that $P_c Q$ has maximal rank, we can rewrite (5.1) using the projection $P_q$ that was defined in the proof of Lemma 4.7. We obtain:
\[
dv_c = \sigma(v_c) d\tau + F(v_c) d\tau + Q_c dw(T),
\]
\[
dv_s = \varepsilon^{-2} \sigma(v_s) d\tau + Q_s dw(T) + \tilde{Q}_s dw_\infty(T),
\]
where $w$ is a standard $n$-dimensional Wiener process obtained from $W$ by $w = P_q W$, $w_\infty$ is an independent cylindrical Wiener process in $X$, and the various covariance operators are given by
\[
Q_c = P_c Q P_q, \quad Q_s = P_s Q P_q, \quad \tilde{Q}_s = P_s Q (1 - P_q).
\]
The operator, $Q_c$ can be identified with an invertible $n \times n$ matrix by Assumption 3.7.

The proof of Lemma 5.4 follows easily from the definition of the norms, if we verify that for all measurable $\varphi$ with $\|\varphi\|_{L^s} \leq 1$ we have $\|P_T \varphi\|_L \leq C(T^{-1/2} + 1)$ for some universal constant $C > 0$. In the following we fix $\varphi$.

First, we establish a uniform bound on the Fréchet derivative $D_c P_T \varphi$. Denote by $\Phi^T \varphi$ the stochastic flow generated by (5.8), i.e. $\Phi^T(v_c(0), v_s(0)) = (v_c(T), v_s(T))$ for a solution of (5.8). Let $\Phi^T_S$ and $\Phi^T_c$ be its components in $S$ and $N$, respectively and denote by $D_S$ and $D_c$ the Fréchet derivatives along the subspaces $S$ and $N$.

Then, a trivial modification of the Bismut–Elworthy–Li formula [EL94, Thm. 2.1] yields
\[
(D_c P_T \varphi)(v_0) = \frac{1}{T} \mathbb{E}\left( (\varphi \circ \Phi^T)(v_0) \int_0^T (Q^{-1}_c (D_c \Phi^T_S)(v_0) h, dw(S)) \right),
\]
with $v_0 = (v_c(0), v_s(0))$ for short. Thus
\[
\|(D_c P_T \varphi)(v_0)\|^2 \leq \frac{C}{T^2} \int_0^T \mathbb{E}\|(D_c \Phi^T_S)(v_0)\|^2 dS \leq C(T^{-1} + 1),
\]
where we used the uniform bound $\|(D_c \Phi^T_S)(x)\| \leq e^{\|A_c\|T}$, that can be obtained as in (4.20).

The contraction property of $e^{Lt}$ implies $\|(D \Phi^T_T)(v_0)\| \leq 1$ for all $v_0 \in X$. Since $\|\varphi\|_{L^s} \leq 1$ by assumption, it is straightforward to verify that this implies that $\|P_T \varphi\|_{L^s} \leq C$. Together with the estimate on $D_c P_T \varphi$ obtained above, this concludes the proof of Lemma 5.4.
It follows immediately from the definitions that \( \| P_c^* \mu - P_c^* \nu \|_{TV} \leq \| \mu - \nu \|_{L,s} \), where \( P_c^* \mu \) is the marginal of \( \mu \) on \( P_c X \). Therefore, the previous lemma says that if two measures are close in the Wasserstein distance \( \| \cdot \|_{L,s} \), then their marginals on \( N \) will be close in the total variation distance after a short time interval. The next lemma says that they will get even closer as time goes by.

**Lemma 5.5** There exists a constant \( \kappa < 1 \) such that

\[
\| P_c^t \mu - P_c^t \nu \|_{TV} \leq \kappa \| \mu - \nu \|_{TV}
\]

for every pair \( \mu, \nu \) of probability measures on \( N \).

**Proof.** Denote by \( P_c^t(x, \cdot) \) the transition probabilities for (5.1a) and by \( B_r \) the ball of radius \( r \) centred around the origin. Using Lemma 4.5 we immediately get

\[
P_c^T(x, B_r) > 1 - C(p, T)/r^p , \tag{5.9}
\]

where the constant depends only on \( p \) and \( T \), i.e. the estimate is uniform in \( x \).

On the other hand, the following Lemma is well-known [MT94]:

**Lemma 5.6** Let \( P_t(x, \cdot) \) a Markov family of transition probabilities on a locally compact state space \( X \) which is strong Feller and short-time irreducible. Then, for every compact set \( K \in X \) and every \( t > 0 \), there exists a \( \delta > 0 \) and a probability measure \( \nu \) on \( X \) such that \( P_t(x, \cdot) \geq \delta \nu \) for every \( x \in K \).

Since the noise acts in a non-degenerate way on \( N \) by Assumption 3.7 it is easy to check that the family \( P_c^t(x, \cdot) \) satisfies the assumptions of Lemma 5.6. Combining this with the estimate (5.9) concludes the proof of Lemma 5.5.

The last ingredient we need for the proof of Theorem 5.1 is some control on what happens on the stable space \( S \). This is given by

**Lemma 5.7** The estimate

\[
\| P_T \mu - P_T \nu \|_{L} \leq \| P_c^* \mu - P_c^* \nu \|_{TV} + M e^{-c - 2\omega T} \int_X \| P_s x \| (\mu + \nu)(dx) \]

holds for every pair \( \mu, \nu \) of probability measures on \( X \).

**Proof.** Let \( v^{(1)}(0) \) and \( v^{(2)}(0) \) be \( X \)-valued random variables with distributions \( \mu \) and \( \nu \), respectively, and denote by \( v^{(1)}(T) \) and \( v^{(2)}(T) \) the corresponding solutions to (5.1). With this notation, we can write \( \| P_T \mu - P_T \nu \|_{L} \) as

\[
\| P_T \mu - P_T \nu \|_{L} = \sup_{\| \phi \|_L \leq 1} |E \phi(v^{(1)}(T)) - E \phi(v^{(2)}(T))| \leq \sup_{\| \phi \|_L \leq 1} E |\phi(v^{(1)}(T)) - \phi(v^{(2)}(T))| . \tag{5.10}
\]
For \( \varphi \) with \( \|\varphi\|_L \leq 1 \) rewrite as before \( \varphi(v) \) as \( \varphi(v_c, v_s) \). We derive

\[
|\varphi(v^{(1)}(T)) - \varphi(v^{(2)}(T))| \leq |\varphi(v^{(1)}_c(T), v^{(1)}_s(T)) - \varphi(v^{(2)}_c(T), v^{(2)}_s(T))| \\
+ |\varphi(v^{(1)}_c(T), v^{(2)}_s(T)) - \varphi(v^{(2)}_c(T), v^{(2)}_s(T))| \\
\leq M e^{-2\omega t} \|v^{(1)}_s(0) - v^{(2)}_s(0)\| \\
+ |\varphi(v^{(1)}_c(T), v^{(2)}_s(T)) - \varphi(v^{(2)}_c(T), v^{(2)}_s(T))|,
\]

where we used (3.1). By the definition of the total variation distance, it is possible to find a coupling between \( v^{(1)}_s(0) \) and \( v^{(2)}_s(0) \) such that \( P\{v^{(1)}_c(0) \neq v^{(2)}_c(0)\} = \frac{1}{2} \| P\nu - P\nu \|_{TV} \), and therefore also \( P\{v^{(1)}_c(T) \neq v^{(2)}_c(T)\} = \frac{1}{2} \| P\nu - P\nu \|_{TV} \).

The claim follows immediately.

We can now turn to the

**Proof of Theorem 5.1.** Using the fact that \( E\|P_t W_L(t)\| \leq C \) for any \( t > 0 \) and the contraction property (3.1), we immediately obtain that there exists a constant \( C_1 \) such that

\[
\int_X \| P_s x \| (P_T \mu)(dx) \leq C_1 \int_X (1 + \| P_s x \|) \mu(dx),
\]

for all \( t \geq 0 \) and all probability measures \( \mu \). One can then find a constant \( \tau > 1 \) independent of \( \varepsilon \in (0, 1] \) such that

\[
2C_1 M e^{-2\omega \tau} \leq \varepsilon^2. \tag{5.11}
\]

Furthermore, since \( \kappa < 1 \), one can find an integer \( N > 1 \) such that \( 2K\kappa^{N-1} < \frac{1}{2} \), where \( K \) is the constant from Lemma 5.4. Choosing \( T_0 = N + \tau \) and combining the three previous lemmas, we obtain

\[
\| P_{T_0} \mu - P_{T_0} \nu \|_L \leq \| P_{T_0}^* P_N \mu - P_{T_0}^* P_N \nu \|_{TV} + \frac{\varepsilon^2}{C_1} \int_X \| P_s x \| P_N(\mu + \nu)(dx) \\
\leq C_1 \kappa^{N-1} \int_X \| P_s x \| P_N(\mu + \nu)(dx) + \varepsilon^2 \int_X (1 + \| P_s x \|) (\mu + \nu)(dx) \\
\leq 2K\kappa^{N-1} \| \mu - \nu \|_L + \varepsilon^2 \int_X (1 + \| P_s x \|) (\mu + \nu)(dx),
\]

where we also used that obviously \( P_{T_0}^* P_T = \mathcal{P}_T P_{T_0}^* \).

**Remark 5.8** It is clear from (5.11) that a far better asymptotic for the rest term could be achieved, but it is sufficient to establish a bound of order \( \varepsilon^2 \) since our other error terms will only be of that order.

The remainder of this section is devoted to combining the contraction result from Theorem 5.1 with the results of the previous section in order to obtain information on the invariant measure for (1.1) (or equivalently on the invariant measure for the Markov semigroup \( \mathcal{Q}_T \)). We first reformulate these results in the context of this section.
Lemma 5.9 Let $\mu$ be a measure on $X$ satisfying the bounds on the moments given by (5.3). Then, there exists a family of constants $\{C'_p\}$ depending on $\{C_p\}$ but not on $\varepsilon$ or $\mu$, such that

$$
\int_X \|x\|^p (P_T \mu)(dx) < C'_p, \quad \int_X \|P_s x\|^p (P_T \mu)(dx) < C'_p \varepsilon^p,
$$

$$
\int_X \|x\|^p (Q_T \mu)(dx) < C'_p, \quad \int_X \|P_s x\|^p (Q_T \mu)(dx) < C'_p \varepsilon^p,
$$

for every $p \geq 1$ and every $T > 0$.

Proof. One part of the proof is just a rescaled version of Theorem 4.1, and the part for $P_T$ is given is Lemma 4.5, where we just have to rescale in one case. □

Lemma 5.10 Let $\mu$ be a measure on $X$ satisfying (5.3). Then, for every $T > 0$, there exists a constant $C_a$ depending on $T_0$ and on the family of constants $\{C_p\}$, such that for all $T \in [0, T_0]$

$$
\|P_T \mu - Q_T \mu\|_L \leq C_a \varepsilon^{2-\kappa},
$$

holds for every $\varepsilon \in (0, 1)$ and every $T \leq T_0$.

Proof. This is just a restatement of Corollary 3.9. □

We are now ready to turn to the

Proof of Theorem 5.2. We fix once and for all the value $T_0 > 0$ given by Theorem 5.1 and we choose two measures $\mu$ and $\nu$ satisfying (5.3). Combining Theorem 5.1 with Lemmas 5.9 and 5.10 obtained above, we get for an arbitrary integer $n$:

$$
\|P^n_{T_0} \mu - Q^n_{T_0} \nu\|_L \leq \|P^n_{T_0} (P^{n-1}_{T_0} \mu - Q^{n-1}_{T_0} \nu)\|_L + \|(P_{T_0} - Q_{T_0}) Q^{n-1}_{T_0} \nu\|_L
\leq \frac{1}{2} \|P^{n-1}_{T_0} \mu - Q^{n-1}_{T_0} \nu\|_L + C_b \varepsilon^2 + C_a \varepsilon^{2-\kappa}.
$$

Iterating this estimate, one readily obtains by Lemma 5.4 that, for any $\tau \in [0, T_0]$

$$
\|P^n_{T_0 + \tau} \mu - Q^n_{T_0 + \tau} \nu\|_L \leq \frac{1}{2^{n-1}} \|P^n_{T_0 + \tau} \mu - Q^n_{T_0 + \tau} \nu\|_L + 2C_b \varepsilon^2 + 2C_a \varepsilon^{2-\kappa}
\leq \frac{1}{2^{n-1}} K(T_0^{-1/2} + 1) \|\mu - \nu\|_L + C_a \varepsilon^{2-\kappa},
$$

with $C_a = 2(C_a + C_b)$. Choosing $\gamma = \frac{\log 2}{T_0}$, (5.4) follows easily. □
5.2 The non-diagonal case

This section is dedicated to the proof of Theorem 5.3. Denote by $P_T(u, \cdot)$ the transition probabilities for (5.1). The idea of the proof is to use the fact that, on small time-scales, the drift term for (5.1a) is not important and therefore $P_T(u, \cdot)$ is close to a Gaussian measure with mean $e^{\epsilon^{-2}LT}u$ and with covariance operator

$$\tilde{C}_T = \int_0^T e^{\epsilon^{-2}LT} Q^2 e^{\epsilon^{-2}L^*r} dr,$$  \hspace{1cm} (5.12)

where $L^*$ denotes the adjoint of $L$ in $X$. Denote by $\tilde{P}_T(u, \cdot)$ the Gaussian measure on $X$ with mean $P_c u$ and covariance operator $\tilde{C}_T$. We then have

**Lemma 5.11** Fix an arbitrary $\kappa > 0$ and fix $T_\epsilon = \epsilon^{2-\kappa}$. Then, there exists a constant $C > 0$ independent of $\epsilon$ such that the measure $\mu$, defined by

$$\mu_T(\cdot) = \int_X \tilde{P}_T(u, \cdot) \mu_*(du) \hspace{1cm} \mu_*(du), \hspace{1cm}$$  \hspace{1cm} (5.13)

satisfies $\|\mu_T - \mu_*\|_L \leq C \epsilon^{2-\kappa}$.

**Proof.** As $\mu_*(\cdot) = \int_X P_T(u, \cdot) \mu_*(du)$, it suffices to show that

$$\int_X \|\tilde{P}_T(u, \cdot) - P_T(u, \cdot)\|_L \mu_*(du) \leq C \epsilon^{2-\kappa}.$$  \hspace{1cm} (5.14)

We first show that there exists a constant $C > 0$ such that, for all $T > 0$, we have

$$\int_X \|\tilde{P}_T(u, \cdot) - P_T(u, \cdot)\|_L \mu_*(du) \leq CT,$$  \hspace{1cm} (5.14)

with $\tilde{P}_T(u, \cdot)$ the Gaussian measure of mean $e^{\epsilon^{-2}LT}u$ and covariance $\tilde{C}_T$ given by (5.12).

Let $(v_c, v_s)$ be a stationary solution of the approximating equations (5.1) with initial condition $v$. Then $P_T(v, \cdot)$ is given by the law of this solution. Since $P_T(v, \cdot)$ corresponds to the dynamics without drift in $N$, we can choose the process $(v_s(0) + P_c Q \tilde{W}, v_s)$ to realise $P_T(v, \cdot)$. Now one has by the definition of $\|\cdot\|_L$ the bound

$$\int_X \|\tilde{P}_T(v, \cdot) - P_T(v, \cdot)\|_L \mu_*(dv) \leq C \int_0^T (1 + \|v_c(t)\|^3) dt,$$

where we used (5.1a) and straightforward estimates. Since the invariant measure $\mu_*$ has all moments bounded of order $O(1)$ by the rescaled version of Lemma 4.1, the bound (5.14) follows.

Furthermore, we immediately get the bound

$$\|\tilde{P}_T(u, \cdot) - \tilde{P}_T(u, \cdot)\|_L \leq \|e^{\epsilon^{-2}LT} P_s u\| \leq e^{-\epsilon^{-2}wT} \|P_s u\|,$$
as the Gaussian measures $\mathcal{P}_T(u, \cdot)$ and $\tilde{\mathcal{P}}_T(u, \cdot)$ differ only by the term $\epsilon^{-2L_T} P_s u$ in the mean.

Using both parts of the proof and again the a priori bounds on the moments of $\mu_\ast$, Lemma 5.11 follows at once.

Using Lemma 5.11, Theorem 5.3 will follow, if we can show that

$$\|\mu_{T_\varepsilon} - \mu_\ast \otimes \tilde{\mu}_\ast\|_L \leq C\varepsilon^{2-\kappa}$$

holds for $T_\varepsilon = \varepsilon^{2-\kappa}$. Let us write $\tilde{\mathcal{P}}_s$ for the marginal of $\tilde{\mathcal{P}}_T(u, \cdot)$ onto $S = P_s X$. (Note that this projection is independent of $u$.) Recall that the covariance of $\tilde{\mathcal{P}}_s$ is

$$\tilde{C}_s = \varepsilon^2 \int_0^{\varepsilon^{-2T}} e^{L_s r} P_s Q^2 P_s e^{L_s r} dr,$$

whereas the covariance of $\mu_\ast$ is

$$C_\ast = \varepsilon^2 \int_0^{\infty} e^{L_s r} P_s Q^2 P_s e^{L_s r} dr.$$

Since the integrand is positive definite, it is obvious that $\tilde{C}_s - C_\ast$ is positive definite. One can thus write a random variable with law $\mu_\ast$ as the sum of one random variable with law $\tilde{\mathcal{P}}_s$ and an independent centered Gaussian random variable with covariance $\tilde{C}_s - C_\ast$. The representation (5.7) then immediately yields the bound

$$\|\mathcal{P}_T - \mu_\ast\|_L \leq \sqrt{\text{tr} (\tilde{C}_s - C_\ast)} ,$$

which in turn is bounded by $C\varepsilon e^{-\omega\varepsilon^{-2T}}$ from (3.6). For $T = T_\varepsilon$ this expression is smaller than $\varepsilon^2$, so it suffices to show

$$\|\mu_{T_\varepsilon} - \mu_\ast \otimes \tilde{\mathcal{P}}_s\|_L \leq C\varepsilon^{2-\kappa}. \quad (5.17)$$

Until the end of this proof, we will denote elements of $\mathcal{N}$ by $x$ and elements of $S$ by $y$. $X = \mathcal{N} \oplus S$ (cf. Assumption 3.1). We will also denote the measure $\tilde{\mathcal{P}}_T(0, \cdot)$ by $\tilde{\mathcal{P}}_T(dx, dy)$. Since (5.1a) is a finite-dimensional non-degenerate SDE with smooth coefficients, its invariant measure $\mu_\ast$ has a smooth density $\varrho(x)$. Furthermore, as shown in Theorem A.1 of the appendix, $\varrho$ actually belongs to the Schwartz space. In particular, we use $\varrho \in W^{2,1}(\mathcal{N})$, i.e. there exists a constant $c_\varrho$ such that

$$\int_{\mathcal{N}} |\nabla \varrho(x)| \, dx \leq c_\varrho, \quad \int_{\mathcal{N}} |\nabla^2 \varrho(x)| \, dx \leq c_\varrho, \quad (5.18)$$

where $\nabla$ denotes the gradient and $\nabla^2$ the Hessian.

In order to obtain the required estimate, we fix a test function $\varphi : X \to \mathbb{R}$ with $\|\varphi\|_L \leq 1$ and, using Taylor series, we write

$$\int_X \varphi(x, y) \mu_T(dx, dy) = \int_X \int_{\mathcal{N}} \varphi(x, y') \varrho(x-x') dx \tilde{\mathcal{P}}_T(dx', dy').$$
The Wasserstein distance between two given measures will also scale (approximately which in turn is smaller than \(C\varepsilon\) where the last step uses Cauchy–Schwarz inequality and (5.12). Using (5.16) and \(P\) variance matrix (3.6), we verify \(c\) Lipschitz continuous with constant smaller than \(I\) using (5.18), and therefore,

\[
\begin{align*}
\sqrt{\int_X \int_N |\varphi(x,y)|^2 \mu(x) \mu(y) \frac{dx}{dx'} \frac{dy}{dy'} & = I_1(\varphi) + I_2(\varphi) + I_3(\varphi) \\
& = I_1(\varphi) + I_2(\varphi) + I_3(\varphi).
\end{align*}
\]

By definition, \(\int_N \tilde{P}_T(dx', \cdot) = \tilde{P}_T^\alpha\), hence

\[
I_1(\varphi) = \int_X \int_N |\varphi(x,y)| \mu(x) \mu(y) \tilde{P}_T^\alpha(dy, dx),
\]

and therefore,

\[
\|\mu_T - \mu_T^\alpha \otimes \tilde{P}_T^\alpha\|_L = \sup_{\varphi \in L} \{|I_2(\varphi) + I_3(\varphi)|\}.
\]

Using (5.18), \(|\varphi(x,y)| \leq 1\), and the definition of \(\tilde{P}_T\), it is straightforward to bound \(I_3(\varphi)\) by the second moment of \(P_c \tilde{P}_T\). Since this is a centred Gaussian with covariance matrix \(P_c \mu_T^2 \mu_T = T \cdot P_c Q^2 P_c\),

\[
I_3(\varphi) \leq c_{\varphi} \text{tr}(P_c Q^2 P_c) T,
\]

which in turn is smaller than \(C\varepsilon^{2-\kappa}\) for \(T = T_2\).

Define \(\psi(y) = \int_N \varphi(x,y) \nabla g(x) dx\). If \(\|\varphi\|_L \leq 1\), the function \(\psi\) is obviously Lipschitz continuous with constant smaller than \(c_{\varphi}\), and we have for \(I_2(\varphi)\)

\[
|I_2(\varphi)| = \left| \int_X \langle \psi(y), x \rangle \tilde{P}_T(dx, dy) \right| = \left| \int_X \langle (\psi(y) - \psi(0)), x \rangle \tilde{P}_T(dx, dy) \right| \\
\leq c_{\varphi} \int_X \|x\| \cdot \|y\| \tilde{P}_T(dx, dy) \leq c_{\varphi} \sqrt{\text{tr}(\tilde{C}_T^\alpha) T \text{tr}(P_c Q^2 P_c)},
\]

where the last step uses Cauchy–Schwarz inequality and (5.12). Using (5.16) and (3.6), we verify \(|I_2(\varphi)| \leq C\varepsilon \sqrt{T}\), and the proof of (5.17) and hence Theorem 5.3 is complete.

\(\Box\)

### 6 Total Variation Bounds

So far, most estimates obtained in this paper were formulated using the Wasserstein distance between measures. This distance is strongly linked to the topology of the underlying space. For example, the Wasserstein distance between Dirac measures located at two points \(x\) and \(y\) is given by two times the distance between \(x\) and \(y\), as long as this distance does not exceed 1. On the other hand, the total variation distance between two such Dirac measures is always 2, unless \(x = y\). Also, if one scales the distance of the underlying space by a factor \(\lambda\), the corresponding Wasserstein distance between two given measures will also scale (approximately
for small distances) by $\lambda$, whereas the total variation distance between the two measures will always remain the same.

However, if we take $\mu$ to be the centred Gaussian measure on $\mathbb{R}$ with covariance $1$ and $\nu$ to be its translate by a distance $\varepsilon$, one has $\|\mu - \nu\|_{TV} \approx C\varepsilon$ and $\|\mu - \nu\|_L \approx C\varepsilon$ for $\varepsilon$ small. One might thus expect that the total variation distance between two measures $\mu$ and $\nu$ is in general comparable to their Wasserstein distance, as long as $\mu$ and $\nu$ are scaled in such a way that they are localised in a region of about unity size and have smooth densities with derivatives of roughly order one. This is in general not true, as shown by the following example:

$$\mu(dx) = e^{-x^2} dx, \quad \nu(dx) = e^{-x^2 + xe^{-(x/\varepsilon)^2}} dx. \quad (6.1)$$

In this case, a straightforward computation, using that the total variation distance is the $L^1$-distance for densities, shows that one has $\|\mu - \nu\|_{TV} \approx \varepsilon^2$. On the other hand it is easy to verify that $c\varepsilon^3 \leq \|\mu - \nu\|_L \leq \varepsilon^3$ for some constant $c \in (0, 1)$. Actually, one can show that if both $\mu$ and $\nu$ have smooth densities with integrable first and second derivatives of order one, one has an estimate of the type $\|\mu - \nu\|_{TV} \leq C\|\mu - \nu\|_{L^2}^{2/3}$. To prove this, it suffices indeed to bound $\|\mu - \nu\|_{TV}$ by

$$\|\mu - \nu\|_{TV} \leq \|\mu - \mu \ast G_t\|_{TV} + \|\mu \ast G_t - \nu \ast G_t\|_{TV} + \|\nu - \nu \ast G_t\|_{TV},$$

where $G_t$ is the Gaussian measure with covariance $t$. Using the smoothness of the densities, the first and the last term are bounded by $Ct$. The middle term is bounded by $C\|\mu - \nu\|_L/\sqrt{t}$, using a computation very similar to the one that yields the bound (6.11) below. The claim follows by optimising $t$. The above example (6.1) shows furthermore that this estimate is sharp.

These considerations show that, by combining the results of section 5 with smoothness properties of the measures, one may expect to obtain bounds of the type

$$\|P^c\mu_* - P^c\nu_*\|_{TV} \approx C\varepsilon^{4/3}, \quad \|\mu_* - \nu_*\|_{TV} \approx C\varepsilon^{2/3}.$$  

Here, we again denote by $\mu_*$ the invariant measure for (5.1) and by $\nu_*$ the invariant measure for (5.2). Our aim in this section is to show that one can even get slightly better estimates than that, namely we will show in Theorems 6.1 and 6.9 that, for $\kappa$ arbitrarily small, one has

$$\|P^c\mu_* - P^c\nu_*\|_{TV} \leq C\varepsilon^{3/2-\kappa}, \quad \|\mu_* - \nu_*\|_{TV} \leq C\varepsilon^{1-\kappa}.$$  

These estimates will however require us to put rather strict lower bounds on the covariance of the noise, as stated in Assumption 6.3 below. The main reason why, in the total variation distance, we do not achieve an accuracy of $\varepsilon^2$ in $N$ is that, in our formal derivation of (5.1), we approximated $\nu_s(T\varepsilon^{-2})$ by a white noise process with intensity $\varepsilon$. This approximation is justified in the weak topology, but not in the total variation topology where the distinction on a “microscopic” level (the regularity properties of both processes are of course completely different) becomes apparent.
6.1 Total variation distance in $\mathcal{N}$

In this subsection, we show the following result:

**Theorem 6.1** Suppose all assumptions of section 3 are satisfied, and let $\mu^{\star}$ and $\nu^{\star}$ denote invariant measures for (5.1) and (5.2), respectively. Then for every $\kappa > 0$, there exists a constant $C$ such that

$$
\|P_{c}^{\mu^{\star}} - P_{c}^{\nu^{\star}}\|_{TV} \leq C \varepsilon^{3/2 - \kappa}
$$

holds for every $\varepsilon$ small enough.

The following lemma is an extension of Girsanov’s theorem and will be useful for the proofs.

**Lemma 6.2** Let $\nu$ denote the Wiener measure on the interval $[0, T]$ and let $h$ be an adapted process satisfying $h_{\infty} = \text{ess sup}_{w \in \Omega} \sup_{t \in [0, T]} |h(t, w)| < \infty$.

Let $\mu$ be the measure associated to the Girsanov transformation

$$
w \mapsto \tilde{w} = w + \int_{0}^{\cdot} h(s, w) \, ds .
$$

(i.e. $\tilde{w}$ is again a Wiener process under $\mu$.) There exists a universal constant $C$ such that one has the bound

$$
\|\mu - \nu\|_{TV} \leq Ch_{\infty} \sqrt{T} .
$$

This lemma is only formulated and proved in $\mathbb{R}$, but it is easy to see that it holds for any Hilbert space valued Wiener process, provided we use the norm of the corresponding Cameron–Martin space in the definition of $h_{\infty}$.

**Proof.** By Girsanov’s theorem, $\mu$ and $\nu$ are mutually absolutely continuous and one has

$$
\mathcal{D}(w) = \frac{d\mu}{d\nu}(w) = \exp\left(\int_{0}^{T} h(s, w) \, dw(s) - \frac{1}{2} \int_{0}^{T} |h(s, w)|^{2} \, ds \right) .
$$

The total variation distance is then bounded by

$$
\|\mu - \nu\|_{TV}^{2} = \left(\int |1 - \mathcal{D}(w)| \nu(dw)\right)^{2} \leq \int (1 - \mathcal{D}(w))^{2} \nu(dw)
$$

$$
= \int \mathcal{D}^{2}(w)\nu(dw) - 1 \leq e^{h_{\infty}^{2}T} - 1 ,
$$

where we used in the last step, that $\exp\{\int_{0}^{T} 2h(s) \, dw(s) - \frac{1}{2} \int_{0}^{T} |2h(s)|^{2} \, ds\}$ is a martingale. Since on the other hand one has by definition $\|\mu - \nu\|_{TV}^{2} \leq 4$, one gets $\|\mu - \nu\|_{TV}^{2} \leq Ch_{\infty}^{2}T$, which concludes the proof of the lemma. $\square$

We now turn to the
Proof of Theorem 6.1. Let us denote as previously by $P_T$ the semigroup generated by (5.1) and by $Q_T$ the semigroup generated by the rescaled SPDE (5.2). We start by showing that, for every $\kappa > 0$ there exists a constant $C$ such that, for every $T \in (0, 1)$,

$$
\|P_T^* \mathcal{P}_T \mu - P_T^* Q_T \mu\|_{TV} \leq C \varepsilon^{1-\kappa} \sqrt{T} + C \varepsilon^2
$$

(6.2)

holds for every measure $\mu$ with the property that

$$
\int_X \|u_c\|^p \mu(du) < C_p \quad \text{and} \quad \int_X \|u_s\|^p \mu(du) < C_p \varepsilon^p
$$

(6.3)

for every $\varepsilon \in (0, 1)$. (The constant $C$ does of course depend on the family of constants $C_p$.)

We fix a smooth non-decreasing cut-off function $\bar{\chi} : \mathbb{R}^+ \to [0, 1]$ with the properties that $\bar{\chi}(x) = 0$ if $x < 1$, $\bar{\chi}(x) = 1$ if $x > 2$, and $|\bar{\chi}'(x)| \leq 2$. We then define $\chi : \mathcal{N} \to \mathcal{N}$ by $\chi(x) = x \bar{\chi}(\|x\|)$. We also define $\chi_\delta(x) = \delta \chi(x/\delta)$. Given some value $\delta \in (0, 1)$, we denote by $Q^\delta_T$ the semigroup generated by the solutions to the equation

$$
du = \varepsilon^{-2} Lu \, dT + Au \, dT + \mathcal{F}(u) \, dT + Q \, dW(T) - \chi_\delta(A_c u_s + \mathcal{F}_c(u_s) - \mathcal{F}_c(u_c)) \, dT.
$$

(6.4)

Notice that there exists a constant $C_\delta$ such that, as long as $\|u_s\| (1 + \|u_c\|^2) \leq C_\delta$, the dynamics of (6.4) and of the original equation (5.2) coincide. Choose $p > 1$ to be fixed later. By rescaled versions of Lemma 4.3 and Theorem 3.8, there exists a constant $C$ depending on $p$ and on $\kappa$ such that

$$
\mathbb{E}\left( \sup_{T \in [0,1]} (\|u_s(T)\| (1 + \|u_c(T)\|^2))^p \right)
\leq \frac{1}{2} \mathbb{E}\left( \sup_{T \in [0,1]} (\|u_s(T)\|^2 + \|u_c(T)\|^2)^p \right)
\leq C \varepsilon^{p(1-\kappa/2)},
$$

where $(u_c(T), u_s(T))$ denotes the solution of (5.2).

If we choose now $\delta = \varepsilon^{1-\kappa}$ and $p = 4/\kappa$, we get the estimate

$$
\mathbb{P}\left( \sup_{T \in [0,1]} \|u_s(T)\| (1 + \|u_c(T)\|^2) > C_\delta \varepsilon \right) \leq C \frac{\varepsilon^{p(1-\kappa/2)}}{\delta^p} \leq C \varepsilon^2.
$$

Hence (for a suitable coupling between the two driving noise processes), solutions of (6.4) and of (5.2) coincide for $T \in [0,1]$ with probability larger than $1 - C \varepsilon^2$. This in turn yields the total variation estimate

$$
\|P_T^* Q^\delta_T \mu - P_T^* Q_T \mu\|_{TV} \leq C \varepsilon^2,
$$

(6.5)

holding uniformly for $T \in (0, 1)$. On the other hand, we can apply Lemma 6.2 to estimate the difference between $Q^\delta_T$ and $P_T$ by simply taking

$$
Qh = (I - \chi_\delta)(A_c u_s + \mathcal{F}_c(u_s) - \mathcal{F}_c(u_c)).
$$
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(Here \( I \) denotes the identity.) Since the norm of the function \( I - \chi_\delta \), and thus the norm of \( Qh \), is bounded by \( 2\delta \), we can apply the generalised version of Lemma 6.2, bearing in mind that by using a bounded pseudo-inverse of \( Q \), which exists by Assumption 3.7, we can find some process \( h \) that is uniformly bounded by \( C\delta \).

Now
\[
\| P^*_c P_T \mu - P^*_c Q^*_T \mu \|_{TV} \leq C\delta \sqrt{T}. \tag{6.6}
\]

For \( \delta = \varepsilon^{1-\kappa} \) the inequalities (6.5) and (6.6) immediately imply (6.2).

We can now estimate \( \| P^*_c \mu_* - P^*_c \nu_* \|_{TV} \) by
\[
\| P^*_c \mu_* - P^*_c \nu_* \|_{TV} \leq \| P^*_c \mu_* - P^*_c \nu_* \|_{L_2} + \| P^*_c P_T \nu_* - P^*_c Q_T \nu_* \|_{TV} \\
\leq C\varepsilon^{2-\kappa} + C\varepsilon^{1-\kappa} \sqrt{T} + C\varepsilon^2,
\]
where we made use of Lemma 5.4 and Theorem 5.2 to bound the first term and of (6.2) to bound the second term. Theorem 4.1 ensures that (6.3) is fulfilled. Taking \( T = \varepsilon \) concludes the proof of Theorem 6.1.

\[ \square \]

6.2 Total variation in \( X \)

In order to get bounds on \( \| \mu_* - \nu_* \|_{TV} \), we have to put additional hypotheses on \( Q \) and \( F \).

**Assumption 6.3** Let \( \alpha \) be as in Assumptions 3.2 and 3.3. There exists a constant \( \gamma_0 > 0 \) such that, for all \( \gamma \in [0, \gamma_0] \), \( F : (X^\gamma)^{\hat{\delta}} \to X^{\gamma-\alpha} \) and \( A : X^\gamma \to X^{\gamma-\alpha} \) are continuous. Furthermore, the operator \( Q^{-1} \) is continuous from \( X^{\gamma_0-\alpha} \) to \( X \) and for some \( \hat{\alpha} \in [0, \frac{1}{2}) \) we have \( \|(1 - L)^{\gamma_0-\alpha} Q\|_{HS(X)} < \infty \).

**Remark 6.4** Basically, we need that \( Q^{-1} F(u(T)) \) and \( Q^{-1} Au(T) \) are bounded in \( X \) for a Girsanov argument. Hence, we need bounds on \( u(T) \) in \( X^\gamma \), which will be established in Lemma 6.8 by a bootstrapping technique. Moreover, we need further assumptions on the inverse \( Q^{-1} \). This was not necessary in the previous result for the centre part, as we could use a pseudo-inverse, which existed by Assumption 3.7.

The main result of this section (cf. Theorem 6.9) shows that, if the noise is sufficiently “rough”, one has the total variation estimate
\[
\| \nu_* - \mu_* \otimes \mu_* \|_{TV} \leq C\varepsilon^{1-\kappa}. \tag{6.7}
\]

As discussed at the beginning of this section, we are able to approximate \( \nu_* \) only up to an error of order \( \varepsilon \) in the total variation distance, instead of the error of order \( \varepsilon^2 \) that we achieved in the Wasserstein distance.
Assumption 3.1. Moreover, we estimate the speed at which solutions to the linear equation
\[ \dot{u} = \varepsilon^{-2} L_s v_s \, dT + Q_s \, dW \]  
converge toward each other in the total variation distance. Here, we consider solutions to (6.8) with values in \( S \), we defined \( Q_s^2 = P_s Q^2 P_s \) and \( L_s = P_s L \) from Assumption 3.1. Moreover \( \mathcal{W} \) is a cylindrical Wiener process on \( S \) such that \( Q_s \mathcal{W} = P_s Q \mathcal{W} \), with \( W \) from Assumption 3.4. We denote by \( \mathcal{P}_t^\varepsilon \) the semigroup generated by (6.8), which is the same semigroup than the one generated by (5.1b).

**Lemma 6.5** Let Assumptions 3.1 and 3.4 be satisfied and assume that \( Q_s^{-1} L_s^{-\delta} \in \mathcal{L}(S) \) for some \( \delta > 0 \) (this is ensured, e.g., by Assumption 6.3).

Then, there exists a constant \( C \) such that, for every \( T \geq \varepsilon^2 \) and for every pair of probability measures \( \mu \) and \( \nu \) on \( S \) with bounded first order moments, one has the estimate
\[ \| \mathcal{P}_T^\varepsilon \mu - \mathcal{P}_T^\varepsilon \nu \|_{\text{TV}} \leq C \varepsilon^{-1} e^{-\omega \varepsilon^{-2} T} \int_S \| u \| (\mu + \nu)(du) , \]  
where \( \omega \) is the constant appearing in (3.1).

**Proof.** Take \( \varphi : S \to \mathbb{R} \) to be a bounded Borel-measurable function. The Bismut–Elworthy–Li formula [EL94] yields (after a simple substitution) for the Fréchet derivative of \( \mathcal{P}_t^\varepsilon \varphi \) in the direction \( h \):
\[ (D_h \mathcal{P}_t^\varepsilon \varphi)(v_s(0)) = \frac{2}{\varepsilon} \mathbb{E} \left( \varphi(v_s(\varepsilon^2)) \int_{1/4}^{3/4} (Q_s^{-1} e^{L_s (1-\tau) h} \, d\tilde{\mathcal{W}}(\tau)) \right) , \]  
where \( \tilde{\mathcal{W}}(t) = \varepsilon^{-1} \mathcal{W}(\varepsilon^2 t) \) is equal in law to \( \mathcal{W} \). By assumption, \( Q_s^{-1} L_s^{-\delta} \) is bounded, so \( \| Q_s^{-1} e^{L_s (1-\tau) h} \| \leq C(1-\tau)^{-\delta} \). Applying Cauchy–Schwarz to (6.10) yields
\[ \| (D \mathcal{P}_t^\varepsilon \varphi)(u) \| \leq C \varepsilon^{-1} \sqrt{\int_{1/4}^{3/4} (1-\tau)^{-2\delta} \, d\tau} \leq C \varepsilon^{-1} . \]  
Let us denote by \( \mathcal{P}_t^\varepsilon(u, \cdot) \) the transition probabilities corresponding to (6.8). With this notation, we just proved that
\[ \| \mathcal{P}_T^\varepsilon(u, \cdot) - \mathcal{P}_T^\varepsilon(v, \cdot) \|_{\text{TV}} \leq C \varepsilon^{-1} \| u - v \| \]  
holds for every \( u \) and \( v \) in \( S \). Denote now by \( v_s(T, u_0) \) the solution at time \( T \) of (6.8) with initial condition \( u_0 \) distributed according to the measure \( \mu \). Let \( v_0 \) be another initial condition independent of \( u_0 \) and distributed according to \( \nu \). Using first (6.11) and then (3.1), we derive the bound
\[ \| \mathcal{P}_T^\varepsilon \mu - \mathcal{P}_T^\varepsilon \nu \|_{\text{TV}} \leq C \varepsilon^{-1} \mathbb{E} \| v_s(T - \varepsilon^2, u_0) - v_s(T - \varepsilon^2, v_0) \| \]
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\[ \leq C\varepsilon^{-1}e^{-\omega\varepsilon^2}E\|u_0 - v_0\| \]
\[ \leq C\varepsilon^{-1}e^{-\omega\varepsilon^2}E(\|u_0\| + \|v_0\|) \],

which is nothing but the estimate (6.9).

We will also need the following elementary property of Gaussian measures.

**Lemma 6.6** Let \( \mu \) be a centred Gaussian measure on a Hilbert space \( \mathcal{H} = \mathcal{H}_x \oplus \mathcal{H}_y \). Denote by \( \mu_x \) the marginal of \( \mu \) on \( \mathcal{H}_x \) and similarly for \( \mu_y \). Then, there exists a \( \mu_y \)-measurable linear map \( A : \mathcal{H}_y \to \mathcal{H}_x \) and a centred Gaussian measure \( \mu^\circ_x \) on \( \mathcal{H}_x \) such that, for every measurable \( f : \mathcal{H} \to \mathbb{R} \), one has

\[ \int_{\mathcal{H}} f(x, y) \mu(dx, dy) = \int_{\mathcal{H}_y} \int_{\mathcal{H}_x} f(x + Ay, y) \mu^\circ_x(dx) \mu_y(dy) . \]

Furthermore, one has the inequalities

\[ \int_{\mathcal{H}_y} \|Ay\|^2 \mu_y(dy) \leq \int_{\mathcal{H}_x} \|x\|^2 \mu_x(dx) , \]
\[ \int_{\mathcal{H}_x} \|x\|^2 \mu^\circ_x(dx) \leq \int_{\mathcal{H}_x} \|x\|^2 \mu_x(dx) . \]

**Proof.** The existence of \( A \) and of \( \mu^\circ_x \) is standard. All we need is that the distribution of a Gaussian, given a marginal, is still a Gaussian, and that \( Ay = E_{\mu}(x|y) \) is linear in \( y \).

The first inequality follows immediately by taking expectations with respect to \( y \) on both sides of the following Cauchy–Schwarz inequality:

\[ \|E_{\mu}(x|y)\|^2 \leq E_{\mu}(\|x\|^2 | y) . \]

To prove the second inequality, observe that

\[ \int_{\mathcal{H}_x} \|x\|^2 \mu^\circ_x(dx) = E_{\mu}(\|x - Ay\|^2 | y) = E_{\mu}(\|x\|^2 | y) - \|Ay\|^2 , \]

and take expectations over \( y \) on both sides of this expression.

Finally, we show the following estimate on the total variation distance between a measure with a smooth density and its translates.

**Lemma 6.7** Let \( \mu \) be a measure on \( \mathbb{R}^n \) with a smooth density \( \varrho \) with respect to the Lebesgue measure and such that \( \nabla \varrho \) is integrable. Let \( a \in \mathbb{R}^n \) and let \( \tau_a \) be the shift map defined by \( \tau_a(x) = x + a \). Then, one has the estimate

\[ \|\mu - \tau_a^*\mu\|_{TV} \leq |a| \int_{\mathbb{R}^n} |\nabla \varrho(x)| \, dx , \]

where the absolute values in the right-hand side denote the Euclidean norm on \( \mathbb{R}^n \).
Proof. Let $f : \mathbb{R}^n \to \mathbb{R}$ be a measurable test function bounded by 1. We have
\[
\left| \int_{\mathbb{R}^n} f(x + a) \varrho(x) \, dx - \int_{\mathbb{R}^n} f(x) \varrho(x) \, dx \right| = \left| \int_{\mathbb{R}^n} f(x)(\varrho(x) - \varrho(x-a)) \, dx \right|
\leq \int_{\mathbb{R}^n} |\nabla \varrho| \cdot |a| \, dx.
\]
The claim follows by taking the supremum over $f$. \qed

Another ingredient for our main result will be the following improvement of the a priori estimate from Theorem 4.1, which relies on a bootstrapping technique and on Assumption 6.3.

**Lemma 6.8** Let all assumptions of section 3, as well as Assumption 6.3 be satisfied. Moreover, choose an initial condition $u_0$ such that for any $\kappa > 0$ and $p > 0$, one has
\[
E \|u_0\|_{\gamma, p}^p \leq C \varepsilon^{-\kappa} \quad \text{and} \quad E \|P_s u_0\|_{\gamma, p}^p \leq C \varepsilon^{p-\kappa}, \tag{6.12}
\]
where $C$ depends on $\kappa$ and $p$, but not on $\varepsilon$.

Then, we have the following bound on the solution $u$ of (5.2) with initial condition $u_0$:
\[
E \sup_{T \in [0,T_0]} \|u(T)\|_{\gamma, p}^p \leq C \varepsilon^{-\kappa} \quad \text{and} \quad E \sup_{T \in [0,T_0]} \|P_s u(T)\|_{\gamma, p}^p \leq C \varepsilon^{p-\kappa},
\]
where the constant depends on $T_0$, $\kappa$, and $p$.

Moreover, every invariant measure for (5.2) is admissible, i.e. $u_0$ distributed according to an invariant measure fulfils (6.12).

**Proof.** The proof is straightforward, we just give a brief sketch of the main arguments. Any mild solution of (5.2) fulfills
\[
u(T) = e^{TLs^{-2}} u_0 + \int_0^T e^{(T-T')Ls^{-2}} (Au(\tau) + F(u(\tau))) \, d\tau + W_{e^{-2L}}(T). \tag{6.13}
\]
Note that $W$ is, as usual, not the original $W$ of Assumption 3.4, but a rescaled version with the same distribution.

First of all, using e.g. the factorisation method (cf. [DPZ92]), it is well-known that we can bound the stochastic convolution as follows, using the assumption on the covariance $Q$ of Assumption 3.4.
\[
E \sup_{T \in [0,T_0]} \|W_{e^{-2L}}(T)\|_{\gamma, p}^p \leq C \varepsilon^{-\kappa} \quad \text{and} \quad E \sup_{T \in [0,T_0]} \|P_s W_{e^{-2L}}(T)\|_{\gamma, p}^p \leq C \varepsilon^{p-\kappa}, \tag{6.14}
\]
with constants $C$ depending on $p > 0, T_0 > 0$ and $\kappa > 0$. Obviously (6.14) holds also for any $\gamma \in [0, \gamma_0]$ instead of $\gamma_0$. Using this for $\gamma = 0$, we can easily improve Theorem 4.1 slightly to obtain

$$\mathbb{E} \sup_{T \in [0,T_0]} \|u(T)\|^p \leq C \varepsilon^{-\kappa}$$

and

$$\mathbb{E} \sup_{T \in [0,T_0]} \|P_T u(T)\|^p \leq C \varepsilon^{p-\kappa}, \quad (6.15)$$

with constants $C$ depending on $p > 0, T_0 > 0$, and $\kappa > 0$.

From (6.13), using Assumption 6.3 to bound $A$ and $F$ together with 3.2, we easily derive for $\gamma \in [0, 1 - \alpha)$, $\gamma \leq \gamma_0$,

$$\|u(T)\| \leq \|u_0\| + \|W_{-2L}(T)\| \gamma + C \int_0^T [1 + (\varepsilon^2/(T - \tau))^{\alpha + \gamma}] \cdot (\|u(\tau)\| + \|u(\tau)\|^3) d\tau.$$

Hence, using (6.14) and (6.15), we derive

$$\mathbb{E} \sup_{T \in [0,T_0]} \|u(T)\|^p \leq \mathbb{E} \sup_{T \in [0,T_0]} \|u_0\| + C \varepsilon^{-\kappa} \leq C \varepsilon^{-\kappa}.$$

The estimate for $\|P_T u(T)\|$ is completely analogous using (3.3). The proof for $\gamma = \gamma_0$ (in case $1 - \alpha < \gamma_0$) follows by iterating the previous argument.

Showing that the invariant measure is admissible relies on the same iteration technique. One starts from Theorem 4.1 and then gets successive bounds by following similar steps as above, removing the supremum and using the bounds obtained from the previous iteration in the right hand side.

6.4 Proof of the main estimate

**Theorem 6.9** Assume all assumptions of section 3 together with Assumption 6.3 hold, and let $\nu_*$ and $\mu_*$ be the invariant measures introduced in Theorem 5.2.

Then, for every $\kappa > 0$, there exists a constant $C > 0$ such that

$$\|\nu_* - \mu_* \otimes \mu_*\|_{TV} \leq C \varepsilon^{1-\kappa}.$$

**Proof.** Define $Q_T$, $P_T$, $\hat{P}_T$, and $\tilde{P}_T$ as in section 5.2. Recall that the transition probabilities $P_T(u, \cdot)$ and $P_T(u, \cdot)$ are Gaussian with means $P_T u$ and $e^{T e^{-2L} u}$, respectively, and covariance $\int_0^T e^{T e^{-2L} Q^2 e^{T e^{-2L}} d\tau}$. Recall furthermore that obviously $P_T^* \hat{P}_T = P_T^* \tilde{P}_T$.

Similarly to the proof of Theorem 6.1, we start by showing that the estimate

$$\|\hat{P}_T \mu - Q_T \mu\|_{TV} \leq C \varepsilon^{-\kappa/2} \sqrt{T} + C \varepsilon \quad (6.16)$$

holds for every $T \in (0, 1)$ and for every measure $\mu$ with the property that

$$\int_X \|u_\gamma\|_p^p \mu(du) = C_p^{1-\alpha} \quad (6.17)$$

for every $\varepsilon \in (0, 1)$. (The constant $C$ does of course depend on the family of constants $C_p$.)
To prove (6.16) we can follow the ideas of the proof of Theorem 6.1. First, by analogy with (6.4), we define the cut-off \( \chi : X^{\gamma_0-\alpha} \to X^{\gamma_0-\alpha} \) for \( \gamma_0 \) and \( \alpha \) as in Assumption 6.3 by

\[
\chi(u) = u \chi(\|u\|_{\gamma_0-\alpha}), \quad \text{and} \quad \chi_{\delta}(u) = \delta \chi(u/\delta).
\]

The semigroup \( Q_T^\delta \) is then defined by solving

\[
du = e^{-2Lu} dT + (I - \chi_{\delta})(Au + F(u)) dT + Q dW(T) .
\]

Again, there exists a constant \( C_* \) such that, as long as \( \|u\|_{\gamma_0}(1 + \|u\|^2_{\gamma_0}) \leq C_* \delta \), the solutions of (6.18) and of (5.2) coincide. The estimate (6.16) follows by retracing step by step the proof of Theorem 6.1, using Lemma 6.8 to get the required \textit{a priori} bounds on \( \|u\|_{\gamma} \). This ensures that \( Q^{-1}F \) and \( Q^{-1}A \) stay bounded in \( X \), so one can apply Lemma 6.2. This finishes the proof of (6.16).

Notice furthermore that an immediate consequence of Lemma 6.5 is that

\[
\|\tilde{\mathcal{P}}_T(u, \cdot) - \bar{\mathcal{P}}_T(u, \cdot)\|_{TV} \leq C e^{-1-\omega e^{-2T}}\|P_s u\| ,
\]

and thus for \( T_\varepsilon = \varepsilon^{2-\kappa} \)

\[
\|\nu_* - \bar{\mathcal{P}}_{T_*} \mu_* \|_{TV} \leq \|\mathcal{Q}_{T_*} \nu_* - \bar{\mathcal{P}}_{T_*} \nu_*\|_{TV} + \|\mathcal{P}_{T_*} \nu_* - \bar{\mathcal{P}}_{T_*} \nu_*\|_{TV}
\]

\[
+ \|\bar{\mathcal{P}}_{T_*} \nu_* - \bar{\mathcal{P}}_{T_*} \mu_*\|_{TV} \leq C \varepsilon .
\]

where, we used (6.16) to bound the first term, (6.19) to bound the second term, and Theorem 6.1 to bound the last term.

In order to conclude the proof of Theorem 6.9 it remains to show that

\[
\|\bar{\mathcal{P}}_{T_*} \nu_* - \mu_* \|_{TV} \leq C \varepsilon^{1-\kappa} .
\]

Hence, for every Borel measurable test function \( \varphi : X \to \mathbb{R} \) bounded by 1, we have to verify the estimate

\[
\left| \int_N \int_X \varphi(v) \bar{\mathcal{P}}_{T_*} (u_\varepsilon, dv) \mu_* (du_\varepsilon) - \int_N \int_S \varphi(u_\varepsilon, u_s) \mu_* (du_\varepsilon) \mu_* (du_s) \right| \leq C \varepsilon^{1-\kappa} .
\]

Here and until the end of the proof, we fix \( T_\varepsilon = \varepsilon^{2-\kappa} \).

We now apply Lemma 6.6 to the centred Gaussian measure \( \bar{\mathcal{P}}_{T}(\cdot) = \mathcal{P}_{T}(0, \cdot) \) with \( \mathcal{H}_x = N \) and \( \mathcal{H}_y = S \). We denote its marginal on \( S \) by \( P^*_s \mathcal{P}_T(\cdot) \), we denote by \( A_T : S \to N \) the corresponding \( P^*_s \mathcal{P}_T \)-measurable linear map, and by \( \mathcal{P}^*_T(\cdot) \) the measure on \( N \) associated to it. With these notations, we have

\[
\int_N \int_X \varphi(v) \bar{\mathcal{P}}_{T_*} (u_\varepsilon, dv) \mu_* (du_\varepsilon)
\]

\[
= \int_N \int_S \int_N \varphi(v + A_T v_s + u_\varepsilon, v_s) \bar{\mathcal{P}}^*_T (dv_\varepsilon) P^*_s \mathcal{P}_T (dv_s) \mu_* (du_\varepsilon)
\]

\[
= \int_S \int_N \int_N \varphi(u_\varepsilon, v_s) \tau^*_s + A_T v_s \mu_* (du_\varepsilon) \bar{\mathcal{P}}^*_T (dv_\varepsilon) P^*_s \mathcal{P}_T (dv_s) .
\]
From the proof of Theorem 5.3, we know that $\mu_\varepsilon$ has a density with respect to the Lebesgue measure that satisfies the assumptions of Lemma 6.7, which immediately implies that there exists a constant $C$ such that
\[
\|\int_N \hat{P}_t (u_c, \cdot) \mu_\varepsilon (du_c) - \mu_\varepsilon \otimes P_\varepsilon^* \hat{P}_t (du_s)\|_{TV} \\
\leq C \int_S \int_N \| v_c + A_T v_s \| \| \hat{P}_{T_s} (dv_c) P_\varepsilon^* \hat{P}_t (dv_s) \| 
\leq 2C \sqrt{\int_N \| v_c \|^2 P_\varepsilon^* \hat{P}_t (dv_c)} \leq C \varepsilon^{1-\kappa/2}. 
\]
Here, we used Lemma 6.6 to go from the second to the third line, and we used the fact that the covariance of $P_\varepsilon^* \hat{P}_t$ is $T_s P_c Q^2 P_c$ for the last estimate.

Using $\hat{P}_t (0, \cdot) = \hat{P}_t (0, \cdot)$ together with Lemma 6.5, we get immediately
\[
\| P_\varepsilon^* \hat{P}_t - \mu_\varepsilon \|_{TV} \leq C \varepsilon^{-\omega \varepsilon^{-\kappa}} \leq C \varepsilon . 
\]
This concludes the proof of (6.20) and thus of Theorem 6.9.

---

**Appendix A  Decay Properties of the Invariant Measure**

In this appendix we show that the invariant measure for a non-degenerate diffusion with polynomial coefficients is smooth and all of its derivatives decay exponentially. Throughout this appendix, $F$ denotes a fixed polynomial from $\mathbb{R}^n$ to $\mathbb{R}^n$ of degree $2p-1$ ($p \geq 1$ is an integer which is equal to 2 in the application we have in mind) and such that there exist strictly positive constants $C$ and $\delta$ such that
\[
\langle x, F(x) \rangle \leq C \| x \|^2 - \delta \| x \|^{2p}, \quad \forall x \in \mathbb{R}^n. 
\]
(A.1)

We will consider $x$ to be the solution of the non-degenerate SDE
\[
dx(t) = F(x) \, dt + dW(t), 
\]
(A.2)
where $W$ consists of $n$ independent standard Wiener processes. It is easy to show that (A.2) possesses a unique invariant measure with a smooth density $\varrho_\varepsilon$ with respect to the Lebesgue measure on $\mathbb{R}^n$. The result on the decay properties of $\varrho_\varepsilon$ is the following.

**Theorem A.1** Let $\varrho_\varepsilon$ be as above. Then, there exists a constant $\varepsilon > 0$ such that $\varrho_\varepsilon$ can be written as
\[
\varrho_\varepsilon (x) = e^{-\varepsilon \| x \|^{2p}} g_\varepsilon (x), 
\]
where the function $g_\varepsilon$ belongs to the Schwartz space $\mathcal{S}$.

**Proof.** Denote by $\varphi_t$ the (random) flow generated by the solutions to (A.2) and by $\mathcal{P}_t$ the semigroup defined on finite measures by
\[
(\mathcal{P}_t \mu) (A) = \mathbb{E} (\mu \circ \varphi_t^{-1})(A). 
\]
Since $P_t$ maps every measure into a measure with a smooth density, it can be restricted to a positivity preserving contraction semigroup on $L^1(\mathbb{R}^n, dx)$. The generator $\tilde{K}$ of $P_t$ is given by

$$\tilde{K} \varrho(x) = \frac{1}{2} \Delta \varrho(x) - F(x) \nabla \varrho(x) - (\text{div } F)(x) \varrho(x).$$

We now define an operator $K$ on $L^2(\mathbb{R}^n, dx)$ by closing the operator defined on $C_0^\infty$ by

$$K = e^{\varepsilon \|x\|^{2p} \tilde{K} e^{-\varepsilon \|x\|^{2p}}}.$$ (A.4)

An easy computation shows that, if $\varepsilon$ is small enough, one has

$$K + K^T = \Delta + G(x),$$ (A.5)

$K^T$ is the formal adjoint (in $L^2$) of $K$ and $G : \mathbb{R}^n \to \mathbb{R}$ is a polynomial of degree $4p - 2$ satisfying

$$G(x) \leq C - \varepsilon^2 \|x\|^{4p - 2},$$

for some positive constant $C$. A standard argument (see e.g. the proof of Prop. B.3 in [EH00] or the proof of Prop. 5.5 in [HN03]) shows that $K$ is maximal accretive and is therefore the generator of a quasi-bounded $C_0$-semigroup on $L^2(\mathbb{R}^n, dx)$. Furthermore, (A.5) implies that $K$ has compact resolvent. Since $e^{-\varepsilon \|x\|^{2p}}$ is an eigenfunction of $K^*$ with eigenvalue 0, $K$ must also have an eigenvalue 0. Denote by $g_*$ the corresponding eigenfunction. By the definition of $K$, the function $g_*$ given by $g_*(x) = e^{-\varepsilon \|x\|^{2p}} g_*(x)$ must be an eigenfunction with eigenvalue 0 of $\tilde{K}$. An argument given for example in [EPR99] shows that $g_*$ must be positive, and therefore it is the invariant measure of (A.2). It thus remains to show that $g_*$ belongs to the Schwartz space.

For this, we use some of the results of [EH03]. Following the notation of that paper, we introduce a family of weighted Sobolev spaces $S^{\alpha, \beta}$ with $\alpha, \beta \in \mathbb{R}$ as the following subset of tempered distributions $\mathscr{S}'$ on $\mathbb{R}^n$:

$$S^{\alpha, \beta} = \{ u \in \mathscr{S}' \mid \Lambda^{\alpha} \bar{\Lambda}^{\beta} u \in L^2(\mathbb{R}^n) \},$$

where the operator $\Lambda$ is defined as the positive square root of $\Lambda^2 = 1 - \sum_{i=1}^n \partial_i^2 = 1 - \Delta$, and $\bar{\Lambda}$ is the multiplication operator $\bar{\Lambda}^2 = 1 + \|x\|^2$.

We equip the space $S^{\alpha, \beta}$ with the scalar product

$$\langle f, g \rangle_{\alpha, \beta} = \langle \Lambda^{\alpha} \bar{\Lambda}^{\beta} f, \Lambda^{\alpha} \bar{\Lambda}^{\beta} g \rangle_{L^2}.$$ (A.6)

We also use the corresponding norms $\| \cdot \|_{\alpha, \beta}$. Note that these spaces are actually a particular case of the more general class of Sobolev spaces introduced in [BC94].

Retracing the proof of [EH03, Lem. 3.2] we see that for every pair $\alpha, \beta$, there exists a constant $C$ such that

$$|\langle f, K g \rangle_{\alpha, \beta} - \langle K^T f, g \rangle_{\alpha, \beta}| \leq C \| f \|_{\alpha + \frac{1}{2}, \beta + 2p - \frac{1}{2}} \| g \|_{\alpha + \frac{1}{2}, \beta + 2p - \frac{1}{2}}$$
holds for every $f$ and $g$ in $S$. Combining this with (A.5) shows that, for every pair $\alpha, \beta$, there exists a constant $C$ such that

$$
\|u\|_{\alpha+1,\beta+2p-1} \leq C\left(\langle u, (\Delta + G)u \rangle_{\alpha,\beta} + \|u\|_{\alpha+\frac{1}{2},\beta+2p-\frac{3}{2}}\right)
$$

(A.7)

holds for every $u \in S$.

Taking formally $u = g_*$ in (A.7) and using the fact that $Kg_* = 0$, we get

$$
\|g_*\|_{\alpha,\beta} \leq C\|g_*\|_{\alpha-\frac{1}{2},\beta-\frac{1}{2}}.
$$

Since the $L^2$-norm of $g_*$ finite, this shows that $g_*$ belongs to the intersection of all the spaces $S^{\alpha,\beta}$ and thus to $S$. Since we didn’t know a priori that $g_*$ belongs to $S$ (this is what we want to prove after all!), this argument appears not to be very rigorous. However, it can easily be made rigorous by approximating $g_*$ by a sequence of functions in $S$ and estimating the errors carefully. This concludes the proof of Theorem A.1. □
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