Cookbook asymptotics for spiral and scroll waves in excitable media
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Algebraic formulas predicting the frequencies and shapes of waves in a reaction–diffusion model of excitable media are presented in the form of four recipes. The formulas themselves are based on a detailed asymptotic analysis (published elsewhere) of the model equations at leading order and first order in the asymptotic parameter. The importance of the first order contribution is stressed throughout, beginning with a discussion of the Fife limit, Fife scaling, and Fife regime. Recipes are given for spiral waves and detailed comparisons are presented between the asymptotic predictions and the solutions of the full reaction–diffusion equations. Recipes for twisted scroll waves with straight filaments are given and again comparisons are shown. The connection between the asymptotic results and filament dynamics is discussed, and one of the previously unknown coefficients in the theory of filament dynamics is evaluated in terms of its asymptotic expansion. © 2002 American Institute of Physics. [DOI: 10.1063/1.1494875]

Propagating waves of excitation are frequently found in chemical media such as Belousov–Zhabontinskii reagent and in biological media such as nerve cells and cardiac muscle. In two space dimensions these waves commonly take the form of rotating spirals. In three dimensions these waves can take quite exotic forms, but commonly the underlying spatial structure is that of a scroll. The observation of these waves in an ever increasing number of situations presents a range of fundamental questions concerning their selection, dynamics, and biological function. The focus of this paper is the issue of pattern selection—specifically how results from asymptotic analyses of model reaction–diffusion equations lead to accurate predictions for the shape and rotation frequency of waves in homogeneous excitable media.

I. INTRODUCTION

Rotating spiral and scroll waves are a common occurrence in two- and three-dimensional excitable media. One of the basic issues for such waves is the pattern selection problem: In a homogeneous medium free from defects, what selects the rotation frequency and the shape of the waves and how can these properties be predicted from underlying equations? This problem has been considered by a number of authors over the years. Either directly or indirectly the approach is always to exploit the inherent scale separation in excitable media. The time scale of excitation is vastly shorter than that of recovery. As a result, the regions of rapid change in the medium are very small compared with typical length scales, e.g., the wavelength, of the pattern.

The most complete progress on pattern selection in excitable media has been made by addressing the free-boundary problem first proposed by Fife. The medium is divided into appropriate regions and appropriate expansions are made in each region. Asymptotic matching is then used to reduce the problem of wave propagation to the motion of a free-boundary separating excited and quiescent (unexcited) regions of the medium. In this way the pattern selection problem becomes similar to a variety of other interfacial pattern formation problems such as solidification fronts and multiphase flow.

Recently we reported preliminary results on the extension of the free-boundary approach beyond leading order in the small parameter. As we shall show throughout this paper, the extension to next order in the small parameter provides accurate predictions in large parameter regions which have hitherto been unaccessible analytically. The purpose of this work is threefold: (1) to clarify terms and concepts which are not given precise meanings in the literature, in part because until the recent extension of asymptotics to first order, such precision has not been required; (2) to show, by means of simple algebraic recipes, how asymptotic results can be used in a variety of conditions; (3) to give a fairly comprehensive comparison, over a range of conditions, of the results of asymptotic predictions with full solutions of partial differential equations.

II. BACKGROUND

A. Model equations

We begin by considering a standard two-species reaction–diffusion model of excitable media:

\[ \frac{\partial u}{\partial t} = D_u \nabla_u^2 u + f(u,v) \epsilon_n, \quad (1a) \]

\[ \frac{\partial v}{\partial t} = g(u,v). \quad (1b) \]

The parameter \( \epsilon_n \) is small.

We shall consider the following specific functions modeling reaction kinetics:

\[ f(u,v) = u(1-u) \left( u - \frac{v+b}{a} \right), \quad (2a) \]
where the parameters $a$ and $b$ control the excitability threshold and duration in the model. The function $f$ has an $N$-shaped nullcline with two stable branches. It is not necessary that $f$ be a cubic nonlinear function as in Eq. (2a), but this is the easiest case to consider. The function $g$ is linear, and while this is also not required, it is the simplest case. For concreteness we shall consider only reaction kinetics (2) in this paper; however, the analysis applies equally to all similar models, such as the classical Fitzhugh–Nagumo equations. For $D_n=1$ the units in Eqs. (1) are those commonly used for this model.

Equations (1) are written in a “laboratory” or “natural” system of units (denoted by the subscript $n$). Equations coming from physiology might be written in such a form prior to any rescaling. The characteristic time scale of $u$ is fast, owing to the factor $1/\epsilon_n$ in Eq. (1a), while the characteristic time scale of $v$ is order one. There is not a single best choice of units for the equations or even one choice for what might be considered appropriate “laboratory” units. Winfree,25 for example, has considered a number of scalings for the reaction–diffusion equations, each corresponding to a particular choice of length and time units. For our purposes Eqs. (1) is a sufficient example. We need only one other particular scaling of the equations which we explain momentarily.

Consider the behavior of spiral-wave solutions of Eqs. (1) as the value of $\epsilon_n$ is reduced to zero. One finds that in the units in which Eqs. (1) are written, the spiral frequency $\omega_n$ diverges to infinity. This is shown in Fig. 1 for a typical set of parameter values. Simultaneously, it is found that the spiral wavelength goes to zero as $\epsilon_n \to 0$ (not shown). However, there is freedom in the choice of length and time units in which to write the equations. In general, other choices will result in the frequency either diverging to infinity or else going to zero as epsilon goes to zero. Likewise, the wavelength will not remain finite and nonzero as $\epsilon_n$ goes to zero in general.

It was Fife4 who first proposed the appropriate choice of units such as to give a finite, nonzero frequency and wavelength as $\epsilon$ goes to zero. The change of units is given in Table I. The small parameter $\epsilon_n$ is also rescaled for convenience. Reaction–diffusion equations (1) rewritten in these units become

$$\partial u/\partial t = \nabla^2 u + f(u,v)/\epsilon^2,$$

(3a)

$$\partial v/\partial t = \epsilon g(u,v).$$

(3b)

For a perturbation analysis in powers of $\epsilon$ it is normal to multiply through the first equation by $\epsilon^2$. However, for numerical work it is better to consider the equations as given here. In addition, in this form ones see directly the difference with Eqs. (1).

In these equations, as in Eqs. (1), $\epsilon=0$ is a singular parameter value and is not obtainable. However, unlike for Eqs. (1), spiral solutions to Eqs. (3) approach a sensible limit as $\epsilon$ goes to zero. See, for example, Fig. 1(c) showing the approach to a finite, nonzero frequency for spiral solutions to Eqs. (3).

FIG. 1. Spiral frequency as a function of the small parameter in Eqs. (1) and (3) with $a=1.0$, $b=0.1$. Points are from numerical solutions to the reaction–diffusion equations. Dotted curves are the leading order, i.e., Fife-limit, asymptotic predictions. Solid curves are the asymptotic predictions including the first-order terms considered in this paper. (a) The divergence of the frequency, measured in “laboratory” or “natural” units, as the small parameter goes to zero. (b) Same as (a) except on a log–log scale. The leading-order asymptotic prediction is a straight line with slope $-1/3$. (c) Frequency in Fife units showing the finite limit obtained as $\epsilon \to 0$. The leading-order plus first-order asymptotic prediction is the straight line.

### B. Fife terms

It is necessary here to make precise certain terms which appear frequently in the literature, but which are not always given the precise meanings that we require. These terms are associated with the name Fife and involve the small epsilon behavior of solutions to the reaction–diffusion equations.

#### 1. Fife limit

By the Fife limit we shall mean the limiting value of solutions of Eqs. (3) as $\epsilon \to 0$. For example, the value $\omega^{(0)}$

### TABLE I. Relationship between “laboratory” or “natural” units and Fife units. For completeness, frequency $\omega$ and wavelength $\lambda$ are included.

<table>
<thead>
<tr>
<th>Natural</th>
<th>Fife</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_n^{-72}D_n^{-1/2}x_n = x$</td>
<td>$x$</td>
</tr>
<tr>
<td>$\epsilon_n^{-1/3}t_n = t$</td>
<td>$t$</td>
</tr>
<tr>
<td>$\epsilon_n^{-1/3}e_n = e$</td>
<td>$e$</td>
</tr>
<tr>
<td>$\epsilon_n^{-1/3}\omega_n = \omega$</td>
<td>$\omega$</td>
</tr>
<tr>
<td>$\epsilon_n^{-72}D_n^{-1/2}\lambda_n = \lambda$</td>
<td>$\lambda$</td>
</tr>
</tbody>
</table>
illustrated in Fig. 1(c) is the spiral frequency in the Fife limit. The Fife limit corresponds to values at leading order in asymptotic expansions in the small parameter $\varepsilon$ or $\varepsilon_n$.

2. Fife scaling and Fife units

In the literature the term Fife scaling is used to mean two closely related things. The first is the particular choice of units in Table I for which solutions are finite as $\varepsilon$ goes to zero. For example, Eqs. (3) are said to be the reaction–diffusion equations written in the Fife scaling. To avoid confusion, we shall say Eqs. (3) are written in Fife units.

The other meaning of Fife scaling is as follows. Knowing the Fife limit of Eqs. (3), that is the leading-order asymptotic result in Fife units, it is possible to deduce the leading-order behavior of spirals in other systems of units. Consider, for example, the spiral frequency. In the natural units of Eqs. (1), we have directly by change of units that $\omega_n = \varepsilon_n^{-1/3} \omega(0) + \cdots$ as $\varepsilon_n \to 0$. The leading-order scaling law for the frequency is thus $\omega_n \sim \varepsilon_n^{-1/3}$. Such a scaling law is often referred to as Fife scaling. It is implied immediately from the change of units in Table I and the fact that the spirals solutions of Eqs. (3) have a finite (Fife) limit as $\varepsilon \to 0$.

3. Fife regime

Finally we define the Fife regime as the range of epsilon for which the Fife limit is a useful approximation. This is a matter of opinion and will depend on model parameters in general.

C. Discussion

Over the years there has been considerable interest in the asymptotic analysis of spiral waves at leading order in epsilon (e.g., Refs. 6, 8, 9, 12, 13, and 16–19). These analyses give the Fife limit and the associated Fife scaling, for example, the relationship $\omega_n \sim \varepsilon_n^{-1/3}$.

Attempts have been made to verify this scaling through direct time-dependent numerical simulations of the reaction–diffusion equations. Typically such verifications have been based on log–log plots such as shown in Fig. 1(b). Figure 1, which is an expanded presentation of the data first presented in Ref. 20, is the most complete verification of the Fife limit and associated Fife scaling to date. It covers a substantial range of epsilon down to quite small values. The solutions to the reaction–diffusion equations have been computed using Newton’s method rather than by time-dependent simulations.

The first thing to note about Fig. 1 is that working directly in Fife units is the best approach to understanding the behavior of spiral waves at small $\varepsilon$. This is true in large part because quantities have simple whole-power expansions in $\varepsilon$, e.g., $\omega = \omega^{(0)} + \varepsilon \omega^{(1)} + \cdots$. Working in units other than the Fife units tends to obscure the behavior as epsilon goes to zero and analyses based on log–log plots are not optimal. For example, the existence of a finite Fife limit is well supported by the data for only $\varepsilon > 0.15$ in Fig. 1(c), whereas the existence of Fife scaling (slope $-1/3$) in Fig. 1(b) is not well supported by the equivalent range, log($\varepsilon_n$) $>-2.5$. Surprisingly, despite the large interest in the Fife scaling, results are almost nowhere reported directly in Fife units.

Another important feature seen in Fig. 1 is that the Fife limit itself does not provide an accurate quantitative prediction of wave properties. That is, the Fife regime is not very large. (The exact size will be model and parameter dependent and may be larger in some cases.) Frequencies and other quantities are of the correct magnitude, but otherwise are not quantitatively accurate. However, as the solid curves in Fig. 1 show, an asymptotic expansion to next order (order $\varepsilon$ in Fife units) is accurate over a considerable range in epsilon. At the upper end of the range epsilon shown in Fig. 1, where the spiral frequency begins to decrease rapidly, the medium is only weakly excitable. The frequency falls to zero and beyond this point the medium does not support spiral waves (see Refs. 15, 19, 25, 28, and 29).

Throughout the bulk of the paper we shall work exclusively in Fife units and consider asymptotic expansions to first order in $\varepsilon$. At the end we return to the units of Eqs. (1).

III. SPIRAL RECIPES

The goal of the selection problem is to find the rotation frequency and shape of spiral waves as a function of the parameters appearing in Eqs. (3), or equivalently Eqs. (1). In practice this is accomplished via matched-asymptotic expansions. In this section we review equations obtained elsewhere using such techniques. We do not concern ourselves with the details of the derivations. Instead we focus on the key ideas which are important for using the asymptotic results. In particular, we provide procedures for obtaining approximations to the spiral shape and frequency without further need for solving any differential equations.

A. Ingredients

We consider spirals which are rigidly rotating at a constant frequency $\omega$. We work with polar coordinates $(r, \varphi)$ based on the center of spiral rotation and consider solutions in a corotating frame of reference in which the spiral is a steady state. The spiral shape is described by two curves, a wave front and a wave back given by the functions $\Phi^+(r)$ and $\Phi^-(r)$, respectively. Points on the wave back are represented parametrically by $(r, \varphi = \Phi^-(r))$ and similarly for the wave front. Together, the two curves divide the domain into the excited and quiescent regions.

The wave front and wave back actually represent thin interfaces in which the fast $u$ variable makes a rapid change between the quiescent value $u = 0$ and the excited value $u = 1$. Only on the outer asymptotic scale are the interfaces one-dimensional curves. The transition between $u = 0$ and $u = 1$ must be resolved on an inner asymptotic scale. Where the wave front and wave back come together at the center of rotation there is a small asymptotic region, the core, which must be resolved on an inner scale.

In the asymptotic derivation, the different regions are written in appropriate coordinates, solutions are sought in powers of $\varepsilon$, and inner and outer solutions are matched to obtain a complete asymptotic solution. Our only concern here is the final results on the outer scale. In particular, our...
interest is in the rotation frequency and interface shape represented by their $\epsilon$ expansions

$$\omega = \omega^{(0)} + \epsilon \omega^{(1)} + \cdots,$$

$$\Phi^\pm(r) = \Phi^{(0)}(r) + \epsilon \Phi^{(1)}(r) + \cdots.$$  \hspace{1cm} (4)

We consider the results for the first two orders: leading order, $\epsilon^0$, which is equivalent to the Fife limit, and first order, $\epsilon^1$.

We consider only the chirality shown in Fig. 2, because it corresponds naturally to a positive rotation frequency. Spirals with the opposite chirality can be obtained trivially for those found below.

B. Leading-order recipe

At leading order solutions can be found for which the wave front and wave back are identical in shape with a constant angular separation between the two (independent of $r$).\textsuperscript{9,12,20} For example, the wave front and wave back drawn in Fig. 2 are of identical shape. The angular separation between the front and back is given by

$$\Delta \Phi^{(0)} = \Phi^{(0)} + \epsilon \Phi^{(1)} = 2 \pi v^s,$$

where $v^s$ is the stall concentration of $v$: the value of $v$ at a planar interface such that the velocity of the interface is zero. The value depends on the particular model kinetics and parameter values, and is given below for Eqs. (2).

The interface shape and frequency obey a single universal equation:

$$\frac{d\Psi^{(0)}}{d\bar{r}} + \frac{\Psi^{(0)}(1 + \Psi^{(0)}^2)}{\bar{r}} = \bar{r}(1 + \Psi^{(0)}^2) - B(1 + \Psi^{(0)}^2)^{3/2},$$

where $\Psi^{(0)}(\bar{r})$ is the universal shape function describing both interfaces and $\bar{r}$ is the universal radial coordinate. These are defined by

$$\Psi^{(0)}(\bar{r}) = \bar{r} d \Phi^{(0)}(r)/d\bar{r} = \bar{r} d \Phi^{(0)}(r)/d\bar{r},$$

$$\bar{r} = \sqrt{\omega^{(0)} r}.$$  \hspace{1cm} (8,9)

The boundary condition at $\bar{r} = 0$ for Eq. (7) is

$$\Psi^{(0)}(\bar{r} = 0) = 0,$$

while the physically relevant large-$\bar{r}$ behavior of $\Psi^{(0)}$, obtained by expanding Eq. (7) in inverse powers of $\bar{r}$, is

$$\Psi^{(0)}(\bar{r} \to \infty) = -\frac{\bar{r}^2}{B} - \frac{1}{B^2} - \frac{1}{B^2 \bar{r}^4} + O(1/\bar{r}^5).$$  \hspace{1cm} (10)

This expression is particularly important because it captures the essential shape of the spiral away from the center.

Finally, the eigenvalue $B$ appearing in Eq. (7) is related to the leading order frequency $\omega^{(0)}$ via

$$B = (\mu / \omega^{(0)})^{3/2},$$

where $\mu$ depends on the particular model kinetics and parameters. For Eqs. (2) we have

$$v^s = a/2 - b,$$

$$\mu^{3/2} = v^2 \pi v^s (1 - v^s)/a.$$  \hspace{1cm} (11)

1. Comments

Equation (7) is universal because it is independent of details of the reaction kinetics and model parameters for a large class of models.\textsuperscript{5,9,12} The model and parameter specific details are contained in the relationship between the eigenvalue $B$ and frequency $\omega^{(0)}$, and in the relationship between the universal coordinate $\bar{r}$ and the radial coordinate $r$. It should be realized that time and space scalings have already been accounted in Eqs. (3) from which Eq. (7) is derived; the further multiplication of $r$ by the square root of a frequency (a pure number) is simply how model-dependent details are accounted for in a universal way.

The selection mechanism for spiral patterns at leading order is as follows. The universal equation is a nonlinear eigenvalue problem. It has a unique solution with the required boundary condition at zero, Eq. (10), and the correct behavior at infinity, Eq. (11), only for a specific value of $B$, the selected value. For any other value of $B$ the solution $\Psi^{(0)}(\bar{r})$ changes sign and goes to infinity as $\Psi^{(0)}(\bar{r} \to \infty) = +r/B$, cf. Eq. (11), possibly by going through a singularity at finite $\bar{r}$. The result is the selected value of $B$, \textsuperscript{6,9,12}

$$B = 1.7383 \ldots ,$$

and the universal shape function $\Psi^{(0)}(\bar{r})$.

From the selected value of $B$, the selected leading order frequency $\omega^{(0)}$ is given via Eq. (12). The selected spiral shape $\Phi^{(0)}$ comes from the solution $\Psi^{(0)}$ itself. For most purposes all that is required is the value of $B$ and the large-$r$ limit (11). From these the leading order shape can be found to a good approximation.

2. Recipe 1

The following is a recipe for obtaining leading-order approximations to spiral waves in Eqs. (3) with kinetics given by Eqs. (2).

Use Eqs. (13) and (14) find $v^s$ and $\mu$ for desired model parameters $a$ and $b$. Then from the value of $B$ in Eq. (15) obtain the leading-order frequency and spiral shape via...
\[ \omega^{(0)} = \mu / B^{2/3}, \]  
\[ \Phi^{(0)+}(r) = \Phi_0 - k^{(0)} r - \frac{1}{B} \ln r, \]  
\[ \Phi^{(0)-}(r) = \Phi^{(0)+}(r) - 2 \pi \nu^*, \]

where
\[ k^{(0)} = \frac{\sqrt{\omega^{(0)}}}{B}, \]

and where \( \Phi_0 \) is a constant of integration which sets the phase of the spiral. Note that by our convention (Fig. 2), the spiral frequency is positive. We also define \( k^{(0)} \) to be positive. The fact that \( d\Phi^+/dr \) is negative for spirals with positive frequency \( \omega \) is accounted for with the minus signs in Eq. (16b). Comparisons with numerical solutions of Eqs. (3) are given in Sec. IV.

**C. First-order recipe**

We turn to the asymptotics at order \( \epsilon \). The result of the matched asymptotic analysis,\(^{20}\) is that at order \( \epsilon \) the front and back interfaces again have the same shape. The contribution to the angular separation at first order is zero,

\[ \Delta \Phi^{(1)} = \Phi^{(1)+} - \Phi^{(1)-} = 0. \]

The universal equation for the first-order contribution to the interface shape and frequency is

\[ \frac{d\Psi^{(1)}}{d\bar{r}} + l(\bar{r}) \Psi^{(1)} = D m_1(\bar{r}) + m_2(\bar{r}), \]

where the universal shape function at first order is defined by

\[ \Psi^{(1)}(\bar{r}) = a \omega^{(0)} \bar{r} d \Phi^{(1)+} / d\bar{r} = a \omega^{(0)} \bar{r} d \Phi^{(1)-} / d\bar{r}. \]

The universal coordinate \( \bar{r} \) is defined as before [Eq. (9)].

The functions appearing in Eq. (18) depend on the leading-order shape \( \Psi^{(0)}(\bar{r}) \) and are given by

\[ l(\bar{r}) = \frac{1}{\bar{r}} + \bar{r} \Psi^{(0)} \]

\[ + 3 \Psi^{(0)} \left[ \frac{\Psi^{(0)}}{\bar{r}} - \bar{r} + B \sqrt{1 + \Psi^{(0)}^2} \right], \]

\[ m_1(\bar{r}) = \bar{r} (1 + \Psi^{(0)})^2 + B (1 + \Psi^{(0)}) \bar{r}, \]

\[ m_2(\bar{r}) = \frac{5}{3} (1 + \Psi^{(0)})^2. \]

The universal equation at first order is linear in the shape function. The solution is found by first finding the solution \( \Psi^{(1)}_h \) to the homogeneous problem. The solution is

\[ \Psi^{(1)}_h(\bar{r}) = \frac{1}{\bar{r}} (1 + \Psi^{(0)})^{3/2} \exp \left( - \int_0^\bar{r} \rho \Psi^{(0)}(\rho) d\rho \right). \]

Then the solution of Eq. (18) which is finite at the origin is given by

\[ \Psi^{(1)}(\bar{r}) = \Psi^{(1)}_h(\bar{r}) \int_0^\bar{r} \frac{D m_1(\rho) + m_2(\rho)}{\Psi^{(1)}_h(\rho)} d\rho. \]

Solutions (20) and (21) can easily be verified by direct substitution.

One may obtain the shape away from the core by using the large-\( \bar{r} \) behavior of \( \Psi^{(1)} \) from Eq. (18).

\[ \Psi^{(1)}(\bar{r} \to \infty) = - \frac{6 DB^2 + 5}{3 B^4} \bar{r}^{-1} \]

\[ - \frac{3 DB^2 + 5}{B^4} + O \left( \frac{1}{\bar{r}} \right). \]

Finally, the eigenvalue \( D \) is proportional to the first-order frequency \( \omega^{(1)} \). This proportionality is model dependent. For Eqs. (2) we have

\[ D = a \omega^{(1)}. \]

**1. Comments**

The selection mechanism of the shape and frequency at first order is different from the selection at leading order. At first order the selection is as follows. Because \( \Psi^{(0)} \) is negative, the exponential in Eq. (20) is positive, and hence the homogeneous solution diverges exponentially as \( \bar{r} \to \infty \). Hence \( \Psi^{(1)}(\bar{r}) \) from Eq. (21) will also diverge exponentially unless

\[ \int_0^\infty \frac{D m_1(\rho) + m_2(\rho)}{\Psi^{(1)}_h(\rho)} d\rho = 0 \quad \text{as} \quad \bar{r} \to \infty. \]

This selects the value of \( D \). The selected value can be written

\[ D = - \frac{c_2}{c_1}, \]

where

\[ c_i = \int_0^\infty [m_i(\rho) / \Psi^{(1)}_h(\rho)] d\rho. \]

Given the value of \( D \), the shape function \( \Psi^{(1)}(\bar{r}) \) is found by the integrals in Eqs. (20) and (21). In practice all the integrals must be computed numerically (see Appendix A). One finds the value of \( D \) to be

\[ D = -0.9261 \ldots. \]

**2. Recipe 2**

Here we give a recipe for obtaining leading-plus-first-order approximations to spiral waves in Eqs. (3) with kinetics given by Eqs. (2).

First use Recipe 1 to obtain \( \omega^{(0)} \) and \( \Phi^{(0)\pm} \). Then calculate

\[ \omega^{(1)} = D/a, \]

\[ \Phi^{(1)+}(r) = -k^{(1)} r, \]

where

\[ k^{(1)} = \frac{6 DB^2 + 5}{3 a B^3 \sqrt{\omega^{(0)}}}. \]

Then
\[
\begin{align*}
\omega &= \omega^{(0)} + \epsilon \omega^{(1)}, \\
\Phi^+(r) &= \Phi^{(0)}(r) + \epsilon \Phi^{(1)}(r), \\
\Phi^-(r) &= \Phi^+(r) - 2 \pi v^*.
\end{align*}
\]  

Note that we have kept the same sign conventions as in Recipe 1 (e.g., positive \( \omega \) corresponds to counter-clockwise rotation). However, both \( \omega^{(1)} \) and \( k^{(1)} \) have negative values.

Equations (27) give the spiral frequency and shape as a function of all three parameters \( a, b, \) and \( \epsilon \) appearing in the reaction–diffusion equations.

**IV. RESULTS: SPIRAL WAVES**

In this section we present various comparisons of the asymptotic results and full solutions of reaction–diffusion equations (3) with kinetic terms (2).

**A. Frequency comparison**

We begin by considering the spiral rotation frequency. Because this is a simple scalar quantity, it is possible to show a rather comprehensive comparison between the asymptotic predictions and the actual frequencies obtained from the reaction–diffusion equations. In Fig. 3 we show frequency contours in the \( a-b \) parameter plane for three values of \( \epsilon \). For each \( \epsilon \), five contours are selected decreasing from the largest spiral frequency at that value of \( \epsilon \). Similar frequency landscapes have been studied by Winfree.\(^{25}\)

As expected, one sees that for small \( \epsilon \) (\( \epsilon = 0.1 \)) the agreement between asymptotics and full numerical solutions is very good. See also Fig. 1(c). At moderate \( \epsilon \) (\( \epsilon = 0.2 \)) the agreement is still reasonable. In quantitative terms, the asymptotics predicts the true frequencies to within about 10\% for the frequencies whose contours are shown. Even at \( \epsilon = 0.27144 \), which is quite a large value, the asymptotics captures the spirals which have large frequencies. The value \( \epsilon = 0.27144 \) corresponds to \( \epsilon_n = 0.02 \), a value used in numerous previous publications.

For contrast, we show in Fig. 4 a comparison between the leading order frequency \( \omega^{(0)} \) and full reaction–diffusion results at \( \epsilon = 0.2 \), the same as in Fig. 3(b). The importance of the first-order correction is evident. Note that the effect of the first-order correction is to reduce the value of \( \omega \) since \( \omega^{(1)} < 0 \). This can also be seen in Fig. 1.

The parameter range covered in Fig. 3 encompasses most of the excitable region in which spiral waves exist in Eqs. (3). There is a region of parameter space in which spiral waves do not exist owing to the inability of the medium to support waves.\(^{15,19,25,28,29}\) This is known as propagation failure. This region is in the upper left part of the \( a-b \) parameter plane and its size increases with increasing \( \epsilon \). On approaching this region the medium becomes only weakly excitable and the spiral rotation frequency falls to zero; the rotation period goes to infinity. This effect is seen in Fig. 1 as \( \epsilon \) is increased for fixed \( a \) and \( b \). As the frequency becomes small it is difficult to compute spiral solutions of the reaction–diffusion equations by our methods because spirals rotate about very large cores (hence the large rotation period), and very large domains are required. As is clear from Figs. 1 and 3, our asymptotic results are not predictive for weakly excitable media.

**B. Shape comparison**

We now consider how the spiral shapes obtained from asymptotics compare with the spirals solutions of the full reaction–diffusion equations. There are two distinct comparisons to be made here. First, the spiral shapes associated with solutions of universal equations, Eqs. (7) and (18), are compared to the spiral shapes that come from using large-\( r \) approximations to these solutions, Eqs. (11) and (22). The large-\( r \) approximations are used in our asymptotic recipes so it is important to assess the validity of these approximations. Then, we compare the shapes given by our recipes to spiral solutions of Eqs. (3).
Figures 5 and 6 show the first comparison. The universal equations are solved to obtain $F^{(0)}(r)$ and $F^{(1)}(r)$ for the specific parameters shown in the figures. Also plotted are the approximations to $F^{(0)}(r)$ and $F^{(1)}(r)$ obtained from Eqs. \(\sim 11\) and \(\sim 22\). For these approximations, we show the effect of including different numbers of terms, including in each case the effect of one more term than we keep in our recipes.

Consider first the leading-order case. The short-dashed curve is the Archimedean approximation $F^{(0)}(r) = -k^{(0)}r^2$ where $k^{(0)}$ is the far-field pitch or wave number of the spiral. It is evident from Fig. 5 that while this single term does capture the large-$r$ shape of the universal solution, this approximation is not very good at small and intermediate values of $r$. The long-dashed curve is the approximation $F^{(0)}(r) = -k^{(0)}r - 1/B^2 \ln r$, which we use in our recipe. This approximation is almost indistinguishable from the solid curve on the scale of Fig. 5. Some deviation from the solid curve can be seen in the enlargement of Fig. 6. Note that the solution is plotted from small $r$ ($r \approx 0.1$) and yet the divergence due to the logarithmic term has not made itself felt. Finally we show with a dashed–dotted curve the approximation obtained including the next term from Eq. \(\sim 27b\): $F^{(0)}(r) = -k^{(0)}r - 1/B^2 \ln r - (B/2 - 1/B^3)(\sqrt{a^{(0)}}r)$. On the scale of Fig. 5 there is no effect of including this term. On the scale of Fig. 6 it can be seen that there is a range in $r$ for which the term does produce a better approximation to the exact solution. However, this improvement is modest and is outweighed by the $1/r$ divergence as $r \to 0$. For this reason and with a view to keeping the recipes simple, we use a two-term approximation to $F^{(0)}(r)$ in Recipe 1.

Now consider the first-order case. The short-dashed curve is the Archimedean approximation, this time $F^{(1)}(r) = -k^{(1)}r$. Again this approximation is very good at large $r$ but deviates from the solution of the universal solution at moderate and small values of $r$. We show as a long-dashed curve the approximation $F^{(1)}(r)$ including the logarithmic term coming from Eq. \(\sim 22\). Clearly this term is useful for obtaining a good approximation to $F^{(1)}(r)$. However, unlike for the leading-order solution, the first-order shape $F^{(1)}$ is multiplied by $\varepsilon$ in Eq. \(\sim 27b\) and so in fact the contribution from the logarithmic term at first order is not significant.

FIG. 4. Comparison of frequency $\omega$ from leading-order asymptotics (solid) and full solutions of reaction–diffusion equations (dashed) for $\varepsilon = 0.2$. The frequency contour levels for the reaction–diffusion equations (labeled) are the same as for the asymptotics (not labeled).

FIG. 5. Leading order spiral $F^{(0)}(r)$ (top) and first-order correction $F^{(1)}(r)$ (bottom) from asymptotic equations. Spirals from numerical solutions of the universal equations are shown as solid. Other curves show approximations (see text). Parameters $a = 1.0$, $b = 0.1$. Radius = 20.

FIG. 6. Same as Fig. 5 except the domain radius is 5.
the spirit of keeping the recipes simple while not unnecessarily sacrificing accuracy, we do not include this term. Note that the relative chirality of the spirals in Figs. 5 and 6 is significant. The first-order correction reduces the pitch of the leading order spiral.

Now we consider how the spiral shapes from asymptotics, \( F_1(r) \) and \( F_2(r) \), compare with full solutions of reaction–diffusion equations. The comparison is shown in Figs. 7 and 8 for fixed values of \( a \) and \( b \). In Fig. 7 we present comparisons for the three values of \( \varepsilon \) considered in Fig. 3. Apart from choosing the phase \( \Phi_0 \) in Recipe 2, there are no adjustable parameters. At first order, the asymptotic results capture very well the spiral shapes. By contrast, the leading-order asymptotics shown in Fig. 8 does not capture quantitatively the spiral shape. Note that the pitch of the leading-order asymptotic shape in Fig. 8 is larger than that of the full solution; the first-order terms reduce the spiral pitch.

In general we find the shape predictions from the asymptotics are not as accurate as the frequency predictions. This is so despite the generally good agreement between asymptotics and full reaction–diffusion solutions seen in Fig. 7. A quantitative example is given in the next section. The reason why the frequency predictions are better than the shape prediction is not clear to us. It may be simply that the higher-order terms are more important for describing the spiral shape than spiral frequency. The shape functions obtained as solutions of the leading- and first-order universal equations have been verified directly against solutions extracted from the full reaction–diffusion equations, so for small \( \varepsilon \) there is no question of the accuracy of the asymptotic results. We note that Keener has considered a correction to the leading-order asymptotics which involves careful examination of the core. If one looks at those results one also finds that the frequency correction is more accurate than the shape correction.

C. Dispersion curves

We conclude our treatment of spiral waves by considering briefly an important application of the asymptotic results. From the asymptotic recipes it is possible to derive the dispersion relation for spiral waves. This is \( \omega(k) \), the relationship between spiral frequency and spiral pitch or wave number \( k \). There are many equivalent ways to express this relationship, e.g., wave speed as a function of wavelength \( c(\lambda = 2\pi/k) \), frequency as a function of wavelength \( \omega(\lambda) \), etc. (see, e.g., Refs. 6, 25, and 31).

In Fig. 9 we show the dispersion relation as \( \omega(k) \) for spirals with \( a \) in the range \( 0.5 \leq a \leq 1.2 \) with \( b = 0.1 \) and \( \varepsilon = 0.2 \). (Note that this is not the dispersion curve for a planar wave at fixed parameter values.) The points are from full reaction–diffusion solutions where we have extracted the spiral pitch \( k \) from the solutions (e.g., Fig. 7) by fitting the interfaces to Archimedean curves \( \phi = kr \) for \( r > 10 \). The solid curve is the asymptotic prediction at first order, where
which the scroll filament, or axis of rotation, is the coordinates and quiescent regions. In this case the interfaces are surfaces such a wave. We work in cylindrical coordinates \((r, \phi, z)\) in which the scroll filament, or axis of rotation, is the \(z\) axis.

Solutions to the reaction–diffusion equations are again described by two interfaces dividing the medium into excited and quiescent regions. In this case the interfaces are surfaces parametrized by two parameters. We may take these to be the coordinates \(r\) and \(z\), and we denoted the surfaces by \(\Phi^\pm_2(r, z)\). Points on the wave back satisfy \((r, \phi, z) = (r, \Phi^+_2(r, z), z)\) and similarly for the wave front.

Twist refers to the rate of change in polar angle of the interface with distance along the interface.\(^{32,33}\) Commonly in excitable media this is denoted by \(\omega\) but to avoid confusion with the frequency \(\omega\) we shall use \(\tau_w\) to denote the scroll twist. We consider the case of constant twist such that \(\tau_w = d\Phi^+_2/dz\) is the same everywhere on the scroll surface. For such waves, the description of the scroll surface in three dimensions reduces to

\[
\Phi^+_2(r, z) = \Phi^-(r) + \tau_w z, \tag{28}
\]

where \(\Phi^-(r) = \Phi^-_2(r, 0)\). Thus we are able to describe the solutions entirely with curves in the plane: \(\Phi^-(r)\). The solutions are understood to be parametrized by the twist \(\tau_w\), and we can seek solutions for any \(\tau_w\). For \(\tau_w = 0\) we recover the case of spiral waves.

Only minor changes are required to take into account the effect of twist. We stress only the differences with the previous case of spiral waves.

**A. Leading order universal equation**

The result of the matched asymptotic analysis at leading order is as follows.\(^9,20\) The wave front and wave back have identical shape with constant angular separation between the two. This separation is independent of the twist and thus the same as for spiral waves, Eq. (6).

The leading-order universal equation with twist is

\[
q' \frac{d\Psi^{(0)}}{d\bar{r}} + \frac{\Psi^{(0)}(1 + \Psi^{(0)})}{\bar{r}} = \bar{r}(q + \Psi^{(0)^2}) - B(q + \Psi^{(0)^2})^{3/2}, \tag{29}
\]

where

\[
q = 1 + \tau_w^2 \bar{r}^2, \tag{30}
\]

\[
\bar{r}_w = \tau_w / \sqrt{\omega^{(0)}}, \tag{31}
\]

and \(\Psi^{(0)}\) and \(\bar{r}\) have the same definitions as in the case of spiral waves, Eqs. (8) and (9). \(B\) is again related to the rotation frequency by the relation

\[
B = (\mu/\omega^{(0)})^{3/2}, \tag{32}
\]

where \(\mu\) is model dependent and is given by Eq. (14) for Eqs. (2). \(\Psi^{(0)}\) and \(B\) depend on twist. Hence \(\omega^{(0)}\), and all quantities depending on \(\omega^{(0)}\) such as \(\bar{r}\), depend on twist.

The boundary condition at \(\bar{r} = 0\) is again

\[
\Psi^{(0)}(\bar{r} = 0) = 0.
\]

The large-\(\bar{r}\) behavior of \(\Psi^{(0)}\) from Eq. (29) is

\[
\Psi^{(0)}(\bar{r} \to \infty) = -\frac{\bar{r}}{B} \sqrt{1 - \tau_w^2 B^2} - \frac{1}{B} + O\left(\frac{1}{\bar{r}}\right). \tag{33}
\]

**1. Comments**

The selection mechanism at leading order is the same as for spiral waves at leading order: the universal equation will have a solution with the required boundary condition and large-\(\bar{r}\) behavior only for a specific (selected) value of \(B\). This selects the scroll rotation frequency \(\omega^{(0)}\) via Eq. (32).
The solution $\Psi^{(0)}(r)$ to the universal equation then captures the scroll shape in universal length units. Using $\omega^{(0)}$ the shape $\Phi^{(0)}(r)$ in Fife units can be recovered.

There is an added complication in the case of twisted scrolls which is not present for spiral waves. Just as the appropriate radial coordinate for the universal equation is $\tilde{r}$ (see Sec. III B 1), so too the appropriate universal representation for the twist is $\tilde{\tau}_w$ given by Eq. (31). However, the conversion factor $\sqrt{\omega^{(0)}}$ between universal twist and twist in Fife units depends itself on twist. Thus, until the universal twist parameters—are known. Moreover, the value of $\tau_w$ for any particular value of the universal twist $\tilde{\tau}_w$ is not known. For example, suppose one solves the universal equation for universal twist $\tilde{\tau}_w=0.4$. Only after the equation is solved will the corresponding value of twist $\tau_w$ in Fife units be known. Moreover, the value of $\tau_w$ will depend on model parameters—for $a=1.0$ $b=0.1$, the value of $\tau_w$ is about 0.35 (see Fig. 10), but for other values of $a$ and $b$ the value of $\tau_w$ corresponding to $\tilde{\tau}_w=0.4$ will be different. Stated the other way around, from a practical point of view one wants to choose model parameters and a value of twist in Fife (or other) units, and to then find the shape and frequency of the corresponding scroll wave. One cannot do this directly because one does not know how to convert the twist $\tau_w$ to universal twist $\tilde{\tau}_w$ until the universal equation is solved.

A simple way to untangle this is as follows. First note that from Eqs. (31) and (32),

$$\frac{\tau_w^2}{\mu} = \frac{\tilde{\tau}_w^2}{B^{2/3}}.$$  

On the right-hand side appears only universal quantities—quantities appearing in the universal equation. The left-hand side must therefore also be universal. The left-hand side can, however, be computed directly from the twist $\tau_w$ and model parameters. Thus universal solutions can be readily used if given in terms of $\tilde{\tau}_w^2/B^{2/3}$ rather than $\tilde{\tau}_w$.

The important quantity is $B$ because from this the frequency is given and the shape can be well approximated by the large-$\tilde{r}$ expression, Eq. (33). Figure 11(a) shows $B$ as a function of $\tau_w^2/\mu$ from solutions to the universal equation. These data have been obtained by numerically solving the equation for specified values of $\tilde{\tau}_w$. Then from the values of $B$ resulting from the solution, $\tilde{\tau}_w^2/B^{2/3}$ has been found and plotted but labeled by the equivalent, but more useful $\tau_w^2/\mu$.

The data in the figure are well approximated by

$$B = B_0 + B_1 \left[ \frac{\tau_w^2}{\mu} \right] + B_2 \left[ \frac{\tau_w^4}{\mu} \right] + B_3 \left[ \frac{\tau_w^6}{\mu} \right],$$ (34)

where

$$B_0 = 1.738, \quad B_1 = -1.405, \quad B_2 = 0.936,$$
$$B_3 = -0.277.$$

2. Recipe 3

We now give a simple recipe for obtaining leading-order approximations to straight twisted scroll waves in reaction–diffusion Eqs. (1) or (3).

Use Eqs. (13) and (14) to find $\mu$ for desired model parameters $a$ and $b$. Then for any desired value of twist $\tau_w$, find the value of $B$ via approximation (34). Then with this value of $B$ the leading-order frequency and scroll shape are

$$\omega^{(0)} = \mu B^{2/3},$$ (35a)
$$\Phi_2^{(0)+}(r,z) = \Phi_0 - k^{(0)} r - \frac{1}{B^2} \ln r + \tau_w z,$$ (35b)
$$\Phi_2^{(0)-}(r,z) = \Phi_2^{(0)+}(r,z) - 2\pi \nu^*,$$ (35c)

where

$$k^{(0)} = \frac{\sqrt{\omega^{(0)} - \tilde{\tau}_w^2 B^2}}{B}.$$ (35d)

with $\Phi_0$ a constant of integration which sets the arbitrary phase of the scroll wave. Comparisons with numerical solutions of the reaction–diffusion equations are given in Sec. V C.

B. First order universal equation

There is no contribution to the separation between wave front and wave back at first order: $\Delta \Phi^{(1)} = 0$ as for spiral waves in Eq. (17). The universal equation for the straight twisted scroll wave is

$$q \frac{d\Psi^{(1)}}{d\tilde{r}} + l(\tilde{r}) \Psi^{(1)} = D m_1(\tilde{r}) + m_2(\tilde{r}),$$ (36)

where $\Psi^{(1)}$ and $D$ are defined as in the case of spiral waves, Eqs. (19) and (23), respectively, and $q$ is defined by Eq. (30). Functions $l(\tilde{r})$, $m_1(\tilde{r})$, and $m_2(\tilde{r})$ are given by
$$i(\tilde{r}) = \frac{1}{\tilde{r}} + \tilde{r} \Psi^{(0)}$$

$$+ 3 \Psi^{(0)} \left[ \frac{\Psi^{(0)}}{\tilde{r}} - \tilde{r} + B \sqrt{q + \Psi^{(0)2}} \right],$$

$$m_1(\tilde{r}) = \tilde{r} (q + \Psi^{(0)2}) + B (q + \Psi^{(0)2})^{3/2},$$

$$m_2(\tilde{r}) = \frac{5}{3} \left( q + \Psi^{(0)2} \right)^2 \frac{1}{\tilde{r}}.$$

These depend on twist through $q$ and through the dependence of $\Psi^{(0)}$ on twist.

The large-$\tilde{r}$ behavior of $\Psi^{(1)}$ from Eq. (36) is

$$\Psi^{(1)}(\tilde{r} \to \infty) = -\frac{6DB^2 + 5}{3B^3} \frac{\tilde{r}}{\sqrt{1 - \tilde{r}^2}},$$

$$-\frac{3DB^2 + 5}{B^3} + O \left( \frac{1}{\tilde{r}} \right).$$

The solution to the universal equation can be found in principle by integration. The solution is

$$\Psi^{(1)}(\tilde{r}) = \Psi^{(1)}_h(\tilde{r}) \int_0^{\tilde{r}} \frac{d\rho}{\Psi^{(1)}_h(\rho)}$$

where $\Psi_h$ is the solution to the homogeneous problem given by

$$\Psi^{(1)}_h = \frac{1}{q\tilde{r}} (q + \Psi^{(0)2})^{3/2} \exp \left[ -\int_0^{\tilde{r}} \frac{\rho \Psi^{(0)}(\rho)}{1 + \tilde{r}^2 \rho^2} d\rho \right].$$

1. Comments

The selection mechanism at first order is the same as for spiral waves at this order: the first order shape function $\Psi^{(1)}(\tilde{r})$ given by Eq. (37) will diverge exponentially unless $D$ has the selected value

$$D = -\frac{c_2}{c_1},$$

where

$$c_i = \int_0^\infty \left[ m_i(\rho) / \Psi^{(1)}_h(\rho) \right] d\rho.$$

The value of $D$ now depends on twist. Figure 11(b) shows $D$ as a function of $\tilde{r}_w / \mu$ from numerical solutions to the universal equation at first order. The values are well approximated by the following:

$$D \approx D_0 + D_1 \left( \frac{\tilde{r}_w}{\mu} \right)^2 + D_2 \left( \frac{\tilde{r}_w}{\mu} \right)^3$$

$$+ D_3 \left( \frac{\tilde{r}_w}{\mu} \right)^{13},$$

where

$$D_0 = -0.926, \quad D_1 = 0.748, \quad D_2 = -1.052, \quad D_3 = 0.311.$$

2. Recipe 4

Finally we give a recipe for obtaining leading-plus-first order approximations to scroll waves in Eqs. (1) or Eqs. (3). First use Recipe 3 to obtain $\omega^{(0)}$ and $\Phi^{(0)}(r, z)$. Use Eq. (39) to find $D$ for the relevant values of twist and model parameters. Then calculate

$$\omega^{(1)} = \frac{D_1}{a},$$

$$\Phi^{(1)}(r) = -k^{(1)} r,$$

where

$$k^{(1)} = \frac{6DB^2 + 5}{3aB^3 \sqrt{\omega^{(0)} - \tilde{r}_w^2 B^2}}.$$

Then

$$\omega = \omega^{(0)} + \varepsilon \omega^{(1)},$$

$$\Phi^{(1)}_2(r, z) = \Phi^{(0)}_2(r, z) + \varepsilon \Phi^{(1)}(r),$$

$$\Phi^{(1)}_2(r, z) = \Phi^{(1)}_2(r, z) - 2 \pi \nu v. $$

This final recipe gives the scroll frequency and shape as a function of twist and all three parameters $a$, $b$, and $\varepsilon$ appearing in the reaction–diffusion equations.

C. Comparison for scroll waves

We present here a brief comparison between asymptotic predictions and full solutions of the reaction–diffusion equations for the case of twisted straight scroll waves. Figure 12 shows a frequency comparison throughout the $a$–$b$ parameter plane for fixed $\varepsilon$ and $\tilde{r}_w$, while Fig. 13 compares the shape of a particular twisted scroll with the asymptotic shape. The scrolls displayed in Figs. 10 and 13 are the same. Figure 13 shows the $u$ concentration at a fixed $z$ location; all other $z$ locations are equivalent apart from the rotation in $\phi$ seen in Fig. 10.

The twist chosen for the scroll in Figs. 10 and 13 correspond to about the upper limit of twist that would normally
be of interest; the twist just slightly exceeds the value giving rise to instability at parameter values in the caption.\(^\text{20}\)

From Figs. 12 and 13 it can be seen that the asymptotic predictions are good and moreover that there is little qualitative difference between these cases and those for spiral waves at the same value of \(\varepsilon\). See specifically Figs. 3 and 7 for \(\varepsilon = 0.2\).

**VI. FILAMENT DYNAMICS**

It is possible to use the asymptotic results to derive explicitly coefficients in the laws for scroll filament dynamics.\(^{34 - 37}\) In short, the theory of filament dynamics attempts to describe the behavior of scroll waves in terms of the motion of scroll filaments and the rotation of waves about these filaments. The theory is derived for the case of scroll waves weakly perturbed from straight, untwisted scrolls. The successes and shortcomings of this theory are treated elsewhere.\(^{36 - 38}\)

What interests us here is that one of the three equations in the theory describes the change in local scroll rotation frequency due to twist. This equation is

\[
\omega = \omega_0 - a_1 \tau_w^2 + b_1 d \tau_w / ds,
\]

where \(\omega_0\) is the frequency of the straight, untwisted scroll, i.e., the spiral frequency, \(a_1\) and \(b_1\) are coefficients depending on the medium, and \(d \tau_w / ds\) is the rate of change of twist along the filament. This last term is zero when the twist is uniform. There are two equations in the theory describing the motion of the scroll filament in normal and binormal directions for curved filaments. We discuss these effects briefly below.

In the derivation of Eq. (42), a two-dimensional spiral wave with frequency \(\omega_0\) is assumed to exist, and the twist and its derivative \(\tau_w\) and \(d \tau_w / ds\) are taken to be small. No assumption is made on \(\varepsilon\) in the reaction–diffusion equations. While formulas exist for the coefficients \(a_1\) and \(b_1\), these formulas require the adjoint eigenfunctions of a linear operator defined in terms of the spiral solution. Hence they have never been used to obtain \(a_1\) and \(b_1\).

In contrast, the approach we have taken is to consider the asymptotics of small \(\varepsilon\) and to focus on the case of uniform twist: \(d \tau_w / ds = 0\). As a result, we are able to obtain explicitly \(\omega_0\) and \(a_1\) as expansions in \(\varepsilon\). Furthermore, we are not restricted in the size of \(\tau_w\) we can consider. In principle we can obtain higher-order (in \(\tau_w\)) corrections to Eq. (42).

Using the recipes in this paper we obtain

\[
\omega = \omega_0 - a_1 \tau_w^2 + O(\tau_w^4),
\]

where

\[
\omega_0 = -0.692 \mu - \frac{0.926}{a} + O(\varepsilon^2),
\]

\[
a_1 = -0.373 - \frac{0.748}{a \mu} + O(\varepsilon^2).
\]

The numerical factors have been obtained from \(B_0\), \(B_1\), \(D_0\), and \(D_1\). Equations (43)–(45) provides simple expressions for \(\omega_0\) and \(a_1\), to two orders in \(\varepsilon\). Based on the comparisons already shown in this paper, they should be reasonably accurate over a large range of model parameters \((a, b, \mu)\) and for moderate values of twist, including most cases of practical interest. For example, for the scroll shown in Figs. 10 and 13 the frequency given by Eqs. (43)–(45) is \(\omega = 0.600\), whereas the frequency from the full solution of the reaction–diffusion equations is \(\omega = 0.608\). If needed, one can obtain the corrections at higher powers of \(\tau_w\) in Eq. (43) from the constants \(B_0\), etc., already given. For other attempts to estimate theoretically and measure numerically \(a_1\) see Refs. 36 and 39.

Finally, we consider briefly the other equations in the theory of filament dynamics. There are two equations governing filament motion in the normal and binormal directions. Taking into account symmetries, these equations are\(^{35}\)

\[
V_n = b_2 \kappa,
\]

\[
V_b = c_3 \kappa,
\]

where \(V_n\) and \(V_b\) are the local velocities of the filament in the normal and binormal directions, \(\kappa\) is the local filament curvature and \(b_2\) and \(c_3\) are coefficients which depend on the medium. These coefficients are analogous to \(a_1\) and \(b_1\) appearing in Eq. (42). As with those coefficients, the formulas for \(b_2\) and \(c_3\) require the adjoint eigenfunction of an operator defined in terms of the spiral solution, and thus these coefficients have never been computed analytically.

At the current time only the leading-order asymptotics is complete for the general case of a curved, twisted filament. At this order the asymptotics predicts that \(b_2\) and \(c_3\) vanish, that is that the filament motion vanishes as \(\varepsilon \to 0\).

We illustrate this in Fig. 14 where we show \(b_2\) as a function of \(\varepsilon\). In this case the value of \(b_2\) has been obtained by numerically simulating the collapse of axisymmetric scroll rings (see Refs. 39 and 40). The normal velocity of the ring is indeed found to be proportional to curvature and the proportionality gives the value of \(b_2\). This value goes to zero as a function of \(\varepsilon\) as expected from the leading-order asymptotics. The binormal velocity can also be found, but it is significantly smaller (in this case) and the values of \(c_3\) are much more uncertain than those for \(b_2\).\(^{647}\)
What is intriguing here is that there is a large regime for which \( b_2 \approx eb_2^{(1)} \) for some as yet analytically unknown value of \( b_2^{(1)} \). It can be found numerically for particular parameter values such as those considered in Fig. 14, but it is not known in general.

This illustrates the power of the asymptotic approach we have pursued. While there seems little hope of obtaining the values of \( b_2 \) and \( c_3 \) using the expressions given in Refs. 34 and 35, there clearly is some hope of finding analytical formulas for the first-order contribution \( b_2^{(1)} \) and \( c_3^{(1)} \). This would be a major achievement as it would give explicitly the equations of filament motion for a considerable range of parameter values.

**VII. SUMMARY**

In this paper we have given simple recipes for obtaining the frequencies and shapes of waves in a model of excitable media. The recipes apply to spiral waves and to scroll waves with straight filament and uniform twist. They are based on asymptotic universal equations at leading and first order in the asymptotic parameter \( \varepsilon \). The recipes are specifically designed to be used without further need for solving these differential equations. We have presented numerous comparisons between the predictions of the asymptotic recipes and full solutions of the reaction–diffusion model, and in so doing we have demonstrated the range of validity for these predictions. Finally, we have discussed the connection between the asymptotic results and the equations of filament dynamics. Specifically we have evaluated one of the previously unknown coefficients in this theory and we have discussed the promise for progress in this direction.

There are many directions this work could go in the future. One direction that probably should not be pursued is the \( O(\varepsilon^2) \) correction to the formulas given here. The reason for this can be seen in Fig. 1(c). While not all of our numerical computations show such excellent agreement with the first-order asymptotics, we have never seen a case for which the next-order correction would appear to offer significant improvement. The qualitatively important effect not captured by the first-order asymptotics is the frequency drop as the system approaches the point of wave propagation failure (see Sec. V A). This is not an \( O(\varepsilon^2) \) effect. What would be very valuable is to use, and probably extend, the work of Hakim and Karma on the asymptotics at the point of propagation failure to obtain a complete asymptotic description of waves throughout parameter space.

Because the asymptotic predictions for the frequency of spiral and twisted scroll waves are particularly simple, and because the frequency is a particularly important quantity, we conclude with a summary of these predictions. Equations (43)–(45) together with Eqs. (13) and (14) give the frequency of scroll solutions to Eqs. (3). The units are Fife units. Since Eqs. (1) with \( D_n = 1 \) have been considered often in the literature, it is worthwhile recasting these formulas in the units of these equations. We have

\[
\omega_n = \omega_0 - a_1 \tau_{wn}^2 + O(\tau_{wn}^4),
\]

where

\[
\omega_0 = \frac{0.692 \mu}{\varepsilon_0^{1/3}} - \frac{0.926}{a} + O(\varepsilon_0^{1/3}),
\]

\[
a_1 = - \frac{0.373}{a \mu} + O(\varepsilon_0^{2/3})
\]

with

\[
\mu = 2.70 \left[ \frac{v^4 (1 - v^4)}{a} \right]^{2/3}, \quad v^4 = \frac{a}{2} - b.
\]

For small and even not so small values of \( \varepsilon_0 \), these remarkably simple formulas give the frequency of solutions of Eqs. (1) and (2) as a function of all three model parameters, \( a \), \( b \), and \( \varepsilon_0 \), and as a function of twist \( \tau_{wn} \) measured in the length units of Eqs. (1) and (2). For zero twist they simplify even further giving the frequency of spiral waves.
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**APPENDIX A: COMPUTING FIRST-ORDER UNIVERSAL FUNCTION**

Here we describe a computational procedure for obtaining the first-order universal function. This function is given by

\[
\Psi^{(1)}(\tilde{r}) = \Psi_h^{(1)}(\tilde{r}) \int_{0}^{\tilde{r}} \frac{m(\rho)}{\Psi_h^{(1)}(\rho)} d\rho,
\]

where \( m(\rho) = D m_1(\rho) + m_2(\rho) \) and \( \Psi^{(1)}(\rho) \) is the homogeneous solution. See Secs. III C and V B.

For values of \( \tilde{r} \) between 0 and approximately 1, \( \Psi^{(1)}(\tilde{r}) \) can be found accurately by evaluating the integral using standard methods such as the trapezoidal rule. This procedure gives an inaccurate evaluation of \( \Psi^{(1)}(\tilde{r}) \) for larger values of \( \tilde{r} \) because of the exponential behavior of \( \Psi_h^{(1)}(\rho) \).
For values of $\bar{r}$ larger than order one we obtain $\Psi^{(1)}(\bar{r})$ as follows. First, Eq. (A1) is rewritten as

$$\Psi^{(1)}(\bar{r}) = \Psi^{(1)}_h(\bar{r}) \int_0^\infty \frac{m(p)}{\Psi^{(1)}_h(\rho)} \, d\rho,$$

where we have used $\int_0^\infty m(p)\Psi^{(1)}_h(\rho) \, d\rho = 0$. Then we transform the integral by letting $x = 1 - \bar{r}/\rho$:

$$\Psi^{(1)}(\bar{r}) = -\int_0^1 \frac{m(\bar{r} - x)}{(1-x)^2} \Psi^{(1)}_h(\bar{r}) \, dx.$$

This is more suitable form for finding $\Psi^{(1)}$ when $\bar{r}$ is of order one and larger. The integrand is small everywhere except in a small neighborhood of $x = 0$ (corresponding to $\rho \to \infty$).

To deal with the singularity at $x = 0$ we separate off the integral over the boundary layer near $x = 0$ and introduce stretched coordinates in this region. Let $\bar{r} = 1/\delta$, choose $\eta$ such that $\delta^2 < \eta < 1$ and split this integral into two parts: one from 0 to $\eta$ and the other from $\eta$ to 1. For the first integral introduce the stretched coordinate $\bar{x} = x/\delta$. This gives

$$\Psi^{(1)}(\bar{r} = 1/\delta) = -\int_0^\eta \frac{m(1/\delta(1 - \delta^2 \bar{x}))}{(1 - \delta \bar{x})^2} \Psi^{(1)}_h(1/\delta) \, d\bar{x} - \int_\eta^1 \frac{m(1/\delta(1 - x))}{(1-x)^2} \Psi^{(1)}_h(1/\delta) \, dx.$$

A suitable choice for $\eta$ is $\eta = \delta^2$.

Thus for $\bar{r}$ of order 1 and smaller we find $\Psi^{(1)}(\bar{r})$ using Eq. (A1) and for $\bar{r}$ of order 1 and larger we find $\Psi^{(1)}(\bar{r})$ using Eq. (A2). In both cases we evaluate the integrals using the trapezoidal method.

The universal value $D$ is found in this same way except that rather than using $m$ in the integrand, we used separately $m_1$ and $m_2$.

**APPENDIX B: FITZHUGH–NAGUMO MODEL**

Because the recipes given in the paper are obtained from universal equations, they can be applied directly to a large class of models. As an example we consider here the FitzHugh–Nagumo model given by the following kinetic functions:

$$f(u,v) = 3u - u^3 - v, \quad g(u,v) = u - \delta.$$

To obtain predictions of the rotation frequencies from the recipes, all we require are the (model dependent) relationships between the universal eigenvalues $B$ and $D$, and the frequencies $\omega^{(0)}$ and $\omega^{(1)}$. The leading order recipes (Recipe I and Recipe 3) are unchanged with the exception that $\mu$ is not obtained from Eqs. (13)–(14) but as $^{12}$

$$\mu^{3/2} = \frac{\pi(3 - \delta^2)}{\sqrt{24}}.$$

At first order the only required change in the recipes is that rather than Eqs. (26a) and (40a) we have

$$\omega^{(1)} = D/2.$$