Optimization of DRP schemes for non-constant-amplitude oscillations
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It was recently observed that finite difference schemes optimized to perform well with few points per wavelength (commonly referred to as DRP schemes) currently perform poorly when applied to waves of non-constant amplitude. In this paper, attempts are described at optimizing explicit symmetric finite difference schemes to require relatively few points per wavelength for waves with a range of growth-rates and decay-rates. Several optimization criteria are proposed, and some advantage may be gained from using such optimized schemes if the growth- and decay-rates present are known a priori. In particular, for the test case considered here, the usual 7 point 4th order DRP schemes are found to be overly ambitious in their optimization, and better performing schemes are derived which require almost half the number of points per wavelength to achieve the same accuracy. Without a priori knowledge, however, the best choice of finite difference schemes for waves of varying amplitude remain the classical maximal order schemes.

I. Introduction

Due to the complex geometry and flow through and around an aircraft engine, Computational Aero-Acoustics (CAA) simulations place great demands on computational time and memory. A large range of CAA simulations are based on finite differences. For a 3D CAA simulation (at a fixed CFL number), moving from 5 to 6 points per wavelength would cause a 73% increase in memory usage and 107% increase in computational time. Consequently, significant research effort has been directed at finite difference derivatives that require the fewest points per wavelength to accurately resolve a wave. 1–10

We consider here explicit symmetric finite difference schemes on equally space grids \( x_j = j\Delta x \). The theory below remains valid for implicit (i.e. compact) schemes, while a preliminary study for non-symmetric schemes is given in Ref. 11. Given a function \( f(x) \) evaluated at discrete points \( f_j = f(x_j) \), the derivative \( f'(x_j) \) is approximated by a \( 2N+1 \) point finite difference

\[
 f'_j = \frac{1}{\Delta x} \sum_{q=1}^{N} d_q (f_{j+q} - f_{j-q}).
\]

(1)

It is hoped that \( f'_j \) is a close approximation of the actual derivative \( f'(x_j) \) for sufficiently small \( \Delta x \). If \( f'_j = f'(x_j) + O(\Delta x^{2L}) \) as \( \Delta x \to 0 \), we say the derivate has \( 2L \)th order accuracy. The coefficients \( d_q \) may be chosen uniquely to maximize the order of the derivative; such derivatives are referred to here as “maximal order” (MO), and give \( L = N \). Substituting into (1) a wave with \( f(x) = \text{Re}(Ae^{\alpha x}) \) leads to the numerical prediction

\[
 f'_j = \text{Re}(i\tilde{\alpha}Ae^{\alpha x_j}), \quad \text{where} \quad \tilde{\alpha}\Delta x = 2\sum_{q=1}^{N} d_q \sin(q\alpha \Delta x).
\]

(2)
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Figure 1: (a) Areas of the complex $\alpha \Delta x$ plane over which the numerical derivative will be optimized. The red area bounded by the dot-dash line shows the current DRP optimization only along the real $\alpha$ axis. The green area bounded by the solid line shows a rectangular optimization, while the yellow area bounded by the dashed line shows a sector of angle $\beta$, representing a maximum growth or decay per wavelength by a factor of $\exp\{2\pi \tan \beta\}$.

(b) Plots of $d\bar{\alpha}/d\alpha$ against $\alpha$, both for $N = 7$ and $L = 2$. The DRP scheme is that of Tam\textsuperscript{10}, while the $\varepsilon = 0.01$ scheme is optimized for fewest points per wavelength for an error of $\varepsilon = 0.01$. Filled circles show the first position with a numerical group velocity error of over 0.01.

Clearly we would like $\bar{\alpha}$ to be as close to $\alpha$ as possible for wave problems. Tam & Webb\textsuperscript{2} chose $N = 3$ but only required $L = 2$, giving a 7 point derivative of 4th order accuracy, and used the remaining degree of freedom to minimize

$$E = \int_0^\eta |\bar{\alpha}(\alpha)\Delta x - \alpha \Delta x|^2 \, d(\alpha \Delta x)$$

with $\eta = \pi/2$. Subsequently, Tam & Shen\textsuperscript{6} suggested $\eta = 1.1$ gives a more balanced scheme, and this scheme is widely used today. Such optimized schemes are commonly referred to as Dispersion Relation Preserving, or DRP, schemes.

The optimizations involved in generating DRP schemes to date assume that $\alpha$ is real, and hence that the oscillations are of constant amplitude. Recently, Brambley\textsuperscript{12,13} considered non-constant-amplitude oscillations by allowing $\alpha$ to be complex, and showed that existing DRP schemes performed worse than maximal order schemes in such cases. This is not surprising, since schemes optimized to perform well for real $\alpha$ have no reason to perform well for non-real $\alpha$. Unfortunately, non-constant-amplitude waves are rather common in aeroacoustics, especially when considering the performance of acoustic linings, where waves can decay by a factor of 25 or more over one wavelength\textsuperscript{14}. The purpose of this paper is to consider re-optimizing DRP schemes with the aim of improving their ability to handle oscillations of non-constant-amplitude.

II. DRP optimization for non-constant-amplitude oscillations

A. Optimization over a range of complex $\alpha$

One possibility to cover non-constant-amplitude oscillations is to generalize the error measure $\text{3}$ to a region of complex $\alpha$. Two shapes are considered here, as shown in figure II(a). For a rectangular region of $\alpha$, writing $\alpha \Delta x = p + iq$ allows $\text{3}$ to be generalized to

$$E = \frac{1}{\alpha \eta} \int_0^{\alpha \eta} \int_0^{\eta} |\bar{\alpha}((p + iq)/\Delta x)\Delta x - (p + iq)|^2 \, dpdq.$$
The parameter \( a \) here controls the range of numerical decay-rates or growth-rates of interest. As \( a \to 0 \) the constant-amplitude DRP schemes are recovered, while for \( a \gg \eta \) schemes are optimized for pure exponential growth or decay without oscillation. Another possibility is to optimize over a disk centred on \( \alpha = 0 \), or indeed a sector of a disk. Writing \( \alpha \Delta x = r e^{i \theta} \) gives such a generalization of (3) as

\[
E = \frac{1}{\beta} \int_{0}^{\beta} \int_{0}^{\eta} |\bar{\alpha}(r e^{i \theta}/\Delta x)\Delta x - r e^{i \theta}|^2 r \, dr \, d\theta. \tag{5}
\]

Here \( \beta \) controls the range of growth-rates or decay-rates of the underlying continuous system of interest, since changing \( \Delta x \) by coarsening or refining the numerical grid changes \( |\alpha \Delta x| \) but leaves \( \arg(\alpha \Delta x) \) unchanged; in other words, this optimizes over growth and decay rates per wavelength from \( \exp\{-2\pi \tan \beta\} \) to \( \exp\{2\pi \tan \beta\} \). As \( \beta \to 0 \) a differently-weighted version of the constant-amplitude DRP optimization (3) is recovered.

**B. Optimization of group velocity and higher derivatives**

The numerical group velocity error is defined\(^\text{3,15}\) as

\[
\varepsilon_g = \left| \frac{d\bar{\alpha}}{d\alpha} - 1 \right|. \tag{6}
\]

The group velocity error is an important quantification of the accuracy of numerical schemes in its own right, with Trefethen\(^\text{15}\) saying that the group velocity error gives “a quantitative understanding of differencing errors in wave propagation problems, of the appearance of parasitic waves, . . . , and of instability in initial boundary value problem”. More relevant to the current discussion is that \( \varepsilon_g \) is close to \( \alpha \) growth or decay without oscillation. Another possibility is to optimize over a disk centred on \( \alpha \), and (b) \( d\bar{\alpha}/d\alpha \approx 1 \).

Since phase velocity errors \( |\varepsilon_g| \) are commonly smaller than group velocity errors \( \varepsilon_g \) (see Ref. \( \text{3} \)), (a) is the limiting requirement. In other words, if the numerical group velocity is accurate along the real axis (equivalent to \( \varepsilon_g \) being small for real \( \alpha \)), then the numerical wavenumber \( \bar{\alpha} \) is close to \( \alpha \) not only along the real axis but also in a neighbourhood of the real axis. Thus, an optimization minimizing \( \varepsilon_g \)\(^\text{3} \) in some way for constant-amplitude oscillations, which is useful in its own right, could also be expected to give better results for non-constant-amplitude oscillations.

One option considered here is to minimize

\[
E = \int_{0}^{\eta} \left| \frac{d\bar{\alpha}}{d\alpha} - 1 \right|^2 \, d(\alpha \Delta x), \tag{8}
\]

which is the group velocity equivalent of the usual DRP phase velocity minimization (3). As an alternative, we also consider maximizing \( \eta \) such that \( \varepsilon_g \) is smaller than some given threshold \( \varepsilon \) for real \( \alpha \Delta x < \eta \), as shown in figure (b); this alternative corresponds to minimizing the number of points-per-wavelength needed for a group velocity accuracy \( \varepsilon \). This latter optimization results in a closed form expression for 7-point 4th order schemes \( (N = 3, L = 2) \), given in appendix A.1. In the limit \( \varepsilon \to 0 \) this appears to tend to the maximal order scheme.

Higher order derivatives of \( \bar{\alpha} \) may also be considered by taking more terms of the Taylor series expansion (8). Below, results are presented for optimizations involving \( d^2\bar{\alpha}/d\alpha^2 \), with the equivalent of (8) then being

\[
E = \int_{0}^{\eta} \left| \frac{d^2\bar{\alpha}}{d\alpha^2} \right|^2 \, d(\alpha \Delta x). \tag{9}
\]

Similarly, maximizing \( \eta \) such that \( |d^2\bar{\alpha}/d\alpha^2| < \varepsilon \) for real \( \alpha \Delta x < \eta \) is also attempted.

One might also consider combining the two approaches above by optimizing (8) but over a complex range of \( \alpha \), either rectangular or circular. However, this complex optimization when applied to the group velocity was found to give very similar results to the real optimization of the group velocity, and so will not be considered further here.
III. Theoretical results

Figure 2 shows the phase error $\varepsilon_p = |\alpha - 1|$ plotted on a log scale in the complex $\alpha$ plane for stencils created from some of the different optimization methods described above. In order to accentuate the differences, a 15-point ($N = 7$) 4th order ($L = 2$) stencil has been used. All optimizations used for figure 2 involve integration along the real $\alpha$ axis: the classical DRP optimization (3) for figure 2(a); the group velocity optimization (5) for (2c); and the second derivative optimization (9) for (2e). Figure 2(a) is exactly the DRP integration along the real $\alpha$ plane; the group velocity optimization of figure 2(c) gives an intermediate result. Figures (2d,f) compare which derivative is the most accurate (red is maximal order, blue is classical DRP, green is new DRP). As predicted, the classical DRP extends its accuracy the furthest for constant amplitude oscillations (real $\alpha$), while the group velocity based optimizations are accurate for a wider range of non-constant amplitude oscillations (complex $\alpha$). Note that, for the parameters of Ref. 14 given by the dashed lines, the maximal order stencil is still the most accurate.

Figure 3 plots the comparable errors for maximizing $\eta$ subject to a maximum acceptable error in either the group velocity $|d\alpha/da - 1| < \varepsilon$, or its derivative $|d^2\alpha/da^2| < \varepsilon$, for real $\alpha \Delta x < \eta$. The values of $\varepsilon$ were chosen to give comparable phase error along the real $\alpha$ axis, and the results are almost indistinguishable from those from minimizing the errors given $\eta$. Again, for the parameters of Ref. 14 given by the dashed lines, the maximal order stencil is still the most accurate.

Finally, figure 4 plots the phase errors resulting from optimizing over ranges of complex $\alpha$, as shown in figure 4(a): figure 4(a,b) use the rectangular region (4) with $a = 0.5$; while figure 4(c,d) uses the circular sector region (5) with $b = \pi/6$, corresponding to growth or decay per wavelength by a factor of $\exp\{2\pi \tan \beta\} \approx 38$. Both schemes perform well for both real and complex $\alpha$, and both schemes perform better than the maximal order scheme for the parameters of Ref. 14 for between 4 and 6 points per wavelength. The circular sector scheme is perhaps the better of the two, and also has the physical interpretation of its optimization parameter $\beta$ in terms of growth or decay rate per wavelength.

In conclusion, if simulations are desired with few points per wavelength and a derivative of relative accuracy $10^{-4}$ is sufficient, the 15-point circular sector derivative used here performs well at five points per wavelength for growth or decay per wavelength up to a factor of 23. While 15 point 4th order stencils have been considered here to exaggerate the differences between the optimization methods, similar results are expected for smaller width stencils. Results for the more common 7 point 4th order stencils are given in appendix A.1

IV. Practical example

In this section, the 1D wave propagation and damping test case from Ref. 13 is solved using the various derivative schemes given in the previous section. This example problem is intended to test simultaneously both wave propagation with significant damping per wavelength and undamped wave propagation over many wavelengths, with the coefficients inspired by realistic parameters from aeroacoustics. The governing equations

\[
\begin{align*}
\frac{\partial p}{\partial t} + \frac{\partial v}{\partial x} &= -k_p(x)p, \\
\frac{\partial v}{\partial t} + \frac{\partial p}{\partial x} &= -k_v(x)v,
\end{align*}
\]

are solved on a periodic domain $x \in [0, 24]$, depicted in figure 5. Initial conditions consist of a wave packet with wavelength 1 occupying $x \in [2, 18]$, and a region of damping of strength $k_p = k_v = 3$ occupying $x \in [21, 23]$. This gives a complex wavenumber $\alpha = 2\pi - 3i$ in the damped region and $\alpha = 2\pi$ elsewhere. At time $t = 24$, the initial wave should have propagated exactly once around the periodic $x$-domain, and by
Figure 2: Plots in the complex $\alpha$ plane of phase error $|\tilde{\alpha} / \alpha - 1|$ on a log scale, for 15-point ($N = 7$) schemes of 4th order accuracy. (a) is the scheme of Tam using the real-$\alpha$ DRP optimization. (c) optimizes group velocity using (8). (e) optimizes using (9). (d) and (f) compare which scheme is most accurate; white means no scheme is 1% accurate, light colours mean no scheme is 0.1% accurate. The diagonal lines correspond to the axial wavenumbers investigated by Tam, Ju & Chien.
(a) Maximize $\eta$ for $|d\tilde{\alpha}/d\alpha - 1| < 7.5 \times 10^{-5}$

(b) Comparison of MO (red), DRP$^{10}$ (blue), (a) green

(c) Maximize $\eta$ for $|d^2\tilde{\alpha}/d\alpha^2| < 1.5 \times 10^{-4}$

(d) Comparison of MO (red), DRP$^{10}$ (blue), (c) green

Figure 3: As for figure 2, but for maximizing $\eta$ subject to the given maximum error constraints. (b) and (d) compare figures 2(a) and 2(b) with (a) and (b) here.

comparing with the analytic solution$^{13}$ we define the error in the solution as

$$ E = \sup_{x \in [0, 24]} \left\{ |p(x, 0) - e^6 p(x, 24)|, |v(x, 0) - e^6 v(x, 24)| \right\}. \tag{11} $$

We investigate the resolution required to achieve $E = 0.01$.

A. Results for 7-point stencils

We first consider for 7-point ($N = 3$) 4th order ($L = 2$) derivatives. Since these derivatives have only one degree of freedom, they may be classified by a single parameter. In this case, they are parameterized by $\varepsilon$, the maximum deviation of their numerical group velocity, such that $|d\tilde{\alpha}/d\alpha - 1| < \varepsilon$ for $|\alpha\Delta x| < \eta$ for
maximal $\eta$. The formula for these derivatives is given in appendix A.1. The DRP derivative of Tam & Webb corresponds to $\varepsilon = 2.24 \times 10^{-2}$, while the DRP derivative of Tam & Shen corresponds to $\varepsilon = 2.76 \times 10^{-3}$. The maximal (6th) order derivative is recovered in the limit $\varepsilon \to 0$.

Figure 6 plots the error against points per wavelength (PPW) for a range of such derivatives. In order that the error is dominated by the spatial derivative, a “perfect” adaptive timestep RK45 time integration is used, and similarly a “perfect” spatial filtering using a 19-point 16th order filter is used. The Maximal Order derivative is found to need 14 PPW to achieve $E = 0.01$ accuracy. By comparison, the Tam & Shen derivative needs 20.5 PPW and the Tam & Webb derivative needs 26 PPW, showing that they are clearly over-ambitiously optimized for this test case. The $\varepsilon = 10^{-4}$ derivative performs best for $E = 0.01$, needing 11.5 PPW. If further accuracy were needed, for $E = 10^{-3}$ the best performing derivative is the $\varepsilon = 10^{-5}$ derivative, needing 17 PPW, with the maximal order derivative needing 21 PPW and the previously optimum...
Figure 5: Diagram of the wave problem considered, taken from Fig. 8 of Ref. 13. The domain is periodic in the \( x \)-direction. The initial wave in (a) has amplitude 1 for \( x \in [4, 16] \) and smoothly decays to zero amplitude for \( x \in (0, 4) \) and \( x \in (16, 20) \). The damping (rescaled by \( 1/6 \)) in (a) has equivalent length 2, with full amplitude for \( x \in [21\frac{1}{2}, 22\frac{1}{2}] \) and a smooth decay to zero amplitude for \( x \in (20\frac{1}{2}, 21\frac{1}{2}) \) and \( x \in (22\frac{1}{2}, 23\frac{1}{2}) \). (b) and (c) show the wave at time \( t = 12 \) on a linear (b) or logarithmic (c) scale. In (c), dashed lines denote negative values and solid lines denote positive values.

\( \varepsilon = 10^{-4} \) derivative needing 26 PPW. A general rule of thumb appears to be to use the \( \varepsilon = E/100 \) derivative if an accuracy of \( E \) is required, although this is presumed to be specific to this test case.

If instead of the “perfect” time integration and filtering a more standard LDDRK56 derivative and a 7-point 6th order filter are used, the results obtained are as shown in figure 6. In this case, for \( E = 0.01 \) accuracy the best derivative is again the \( \varepsilon = 10^{-4} \) derivative, although this now requires 13 PPW. By comparison, the Maximal Order derivative requires 14.5 PPW, while the existing DRP schemes\(^5,6\) still need 20.5 and 26 PPW. If further accuracy were needed, for \( E = 10^{-3} \) the best performing derivative is again the \( \varepsilon = 10^{-5} \) derivative, needing 19.5 PPW, with the maximal order derivative needing 22 PPW and the previously optimum \( \varepsilon = 10^{-4} \) derivative needing 26 PPW.

These results show that it is possible to use optimized derivatives to achieve a given accuracy with few points per wavelength for this test case, but that existing DRP schemes\(^5,6\) are over-ambitiously optimized and fail to beat the classical maximum order scheme for this test case. Since 7-point 4th order stencils have only one degree of freedom, optimization with different target metrics will still yield a similar result. To compare the different optimization metrics described in section II above, it is therefore necessary to consider wider derivatives with more degrees of freedom.

### B. Results for 15-point stencils

Figure 5 plots the error \( E \) against the number of points per wavelength for 15-point \( (N = 7) \) 4th order \( (L = 2) \) derivatives, again using a “perfect” adaptive time-step RK45 time integrator and a “perfect” 19-
Figure 6: Plot of the error $E$ from (11) against points per wavelength (PPW), for 7-point derivatives given by (14). A “perfect” 19-point 16th order spatial filter and a “perfect” adaptive step RK45 time integration are used.

Figure 7: Plot of the error $E$ from (11) against points per wavelength (PPW), as per figure 6, but using the LDDRK56 time integration with a CFL number of 0.8, and a standard 7-point 6th order filter.

point 16th order spatial filter so that the error is dominated by the spatial derivatives. The 7-point maximal order and 7-point DRP schemes are also plotted for comparison. Up to 6 PPW, all 15-point schemes are equally accurate; which is to say, poorly accurate. The best schemes achieve $E = 0.01$ with 6.5 PPW, while the 15-point maximal order schemes needs 6.75 PPW and the classical DRP needs 7.2 PPW. However, the accuracy of the optimized schemes then drops off significantly, with $E = 10^{-3}$ achieved by the 15-point MO scheme in 8.2 PPW, while the others need over 15 PPW; the 7-point MO scheme even beats the 17-point DRP scheme, with the former needing 21 PPW and the latter 23.5 PPW to achieve $E = 10^{-3}$.

From this, it would appear that there is little to no advantage, and significant disadvantages, to using a
Figure 8: Plot of the error $E$ from (11) against points per wavelength (PPW). All stencils are 15-points wide unless specified. MO = Maximum Order. DRP = Phase-optimized using (3). GV = Group velocity optimized using (5). GV2 = Derivative of group velocity optimized using (8). Square = Phase-optimized using (4). Sector = Phase-optimized using (5). A “perfect” 19-point 16th order spatial filter and a “perfect” adaptive step RK45 time integration are used.

15-point optimized scheme over a 15-point maximal order scheme for this test case. Of the optimized schemes, the GV2 and the Sector schemes perform the best, with the GV2 performing best to around $E = 2.5 \times 10^{-3}$ accuracy (11 PPW), after which the Sector scheme becomes more accurate. The 15-point maximal order scheme has a clear advantage for 7 or more PPW over any of the optimized schemes.

Figure 9 shows a comparable plot to figure 8 of error against points per wavelength, but in this case for the LDDRK56 time integration with a fixed CFL number of 0.8. An error of $E = 0.02$ is reached by all 15-point schemes by 8–8.5 PPW. Interestingly, and in contrast to figure 8, beyond this the sector (5), square (4), and derivative of group velocity (9) optimized stencils each perform better than the maximal order stencil, despite figure 8 showing that with “perfect” time integration the maximal order stencil performs better. Of these three, the sector optimized shows the best results, with $E = 2.5 \times 10^{-4}$ being obtain with 16 PPW for the sector stencil, 18 PPW for the group velocity derivative stencil, 19 PPW fro the square stencil, and 21 PPW for the maximal order stencil, with the classical DRP stencil needing 33 PPW for the same accuracy. This indicates a synergy between the spatial derivative and the temporal integration that is not investigated further here. Figure 10 shows that this synergy disappears when the LDDRK56 time integration uses a lower CFL number of 0.2, and the theoretical results of figure 8 are recovered.

V. Conclusion

Explicit symmetric finite difference schemes optimized for non-constant amplitude waves have been considered. Both theoretical and practical comparisons have been made with existing optimized and maximal order schemes. The practical comparisons use the test case of Ref. 13, which solves a wave equation combining propagation over many wavelengths and rapid decay over a few wavelengths, with parameters inspired by aeroacoustics simulations. In general, relatively few optimized schemes outperform the classical maximal order schemes, and even then the out-performance is slight; as predicted previously, no existing DRP scheme outperforms their equivalent maximal order scheme.

A number of different ways to optimize finite difference schemes for use with non-constant amplitude waves have been considered here. In addition to the classical DRP optimization of (5), which aims to minimize phase velocity errors for real $\alpha$ (constant amplitude waves), rectangular (4) and circular sector (5)
regions of the complex $\alpha$ plane were also considered (as shown in figure 1(a)), with the circular sector showing the most promise (figures 8 and 9). The circular sector optimization also has the advantage of an interpretation of optimizing over a range of growth- or decay-rates per wavelength, with the $\beta = \pi/6$ angle used here corresponding to a maximum factor of 37 per wavelength. Minimizing group velocity (11) or the derivative of group velocity (9) for real $\alpha$ was also considered, since $\bar{\alpha}(\alpha)$ being a complex differentiable function implies that accurate behaviour of derivatives of $\bar{\alpha}$ along the real $\alpha$ axis lead to accurate behaviour of $\bar{\alpha}$ for complex $\alpha$ in a neighbourhood of the real $\alpha$ axis; this was borne out in practice (figure 2). While
these optimizations were investigated primarily using rather wide 15-point 4th order stencils to exaggerate the effect of the optimization by allowing a large number of degrees of freedom to optimize over, similar results are expected for narrower stencils.

Also considered was minimizing the number of points per wavelength for which the accuracy of the group velocity could be kept within given bounds \(|\frac{d\alpha}{d\alpha - 1} < \varepsilon\). For the 15-point stencils this produced nearly identical results to optimizing the group velocity along the real axis. However, for the one-parameter family of 7-point 4th order stencils, the accuracy \(\varepsilon\) provided a useful parameterization. Using the formula in (14) to calculate such derivatives given \(\varepsilon\), a range of derivatives were included, comparing the pre-existing DRP schemes of Tam & Webb\(^5\) (\(\varepsilon = 2.24 \times 10^{-2}\)) and Tam & Shen\(^6\) (\(\varepsilon = 2.76 \times 10^{-3}\)). In general, as \(\varepsilon\) is reduced the schemes become less accurate at few points per wavelength for constant-amplitude waves, and more accurate for non-constant-amplitude waves (figure 12); in the limit \(\varepsilon \to 0\) the 6th order 7-point derivative is recovered. For the test case of section IV, the pre-existing DRP schemes were found to be over-optimized with too ambitiously large values of \(\varepsilon\) (figures 6 and 7). Instead, for the test case considered here, for a target error of \(E\) an optimized derivative with \(\varepsilon = E/100\) appeared to perform best. As one example, to obtain 1% accuracy (\(E = 10^{-2}\)) in the test case at a CFL number of 0.8, the \(\varepsilon = 10^{-4}\) derivative required 13 points per wavelength (PPW), the classical maximal order derivative required 14.5 PPW, while the DRP scheme of Tam & Shen\(^6\) required 20.5 PPW, and that of Tam & Webb\(^5\) required 26 PPW.

Since the optimizations here prioritize particular combinations of growth rate and points per wavelength, it is important to know what wavelengths and growth rates are experienced in actual simulations; for example, the choice of the parameters \(a\) and \(\beta\) in (4) and (5) depend on the types of waves likely to be present in simulations. It is also often impractical or undesirable to use differently optimized derivative schemes in different directions (such as axially, radially, and azimuthally in cylindrical geometry), and schemes need to be optimized to perform well in all directions. This complication may well mean that no scheme may be appropriately optimized for all directions, and in such cases the maximal order schemes are likely to behave best, since their performance is independent of \(\arg \alpha\) provided there is sufficient resolution such that \(|\alpha|\) is sufficiently small.

The results for realistic simulations using the LDDRK56\(^{16}\) time integration at a CFL number of 0.8 suggest a synergy between the spatial derivatives and temporal integration used (figures 7 and 9), which disappears when the time integration is better resolved (figures 6, 8 and 10). This synergy was also noted in section 3.4 of Ref. 13, and it seems likely that jointly optimizing both the time integration and the spatial derivative together will yield better results than optimizing either of them independently; this was not investigated further here.

Other avenues of future research include extending the results presented here to implicit (i.e. compact) schemes, for which the theory presented here remains valid, or to non-symmetric schemes for use at domain boundaries, a preliminary study of which is given in Ref. 11.
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A. Optimized finite difference coefficients

The coefficients for the 15 point derivative stencils used throughout the paper are given in table I.

1. A closed form expressions for 7-point stencils with optimized group velocity

For a 7-point 4th order derivative, minimizing the number of points per wavelength subject to a given group velocity accuracy \((\varepsilon_g < \varepsilon\) for \(0 \leq \alpha \leq \eta\)) is possible in closed form. We require to solve the simultaneous
Table 1: Coefficients of 15-point 4th-order derivative stencils used in this paper. The second row give the derivative of \( \eta \). For row 7, \( \varepsilon = 7.5 \times 10^{-3} \). For row 8, \( \varepsilon = 1.5 \times 10^{-4} \)

<table>
<thead>
<tr>
<th>Equ.</th>
<th>( \eta )</th>
<th>params</th>
<th>( d_1 )</th>
<th>( d_2 )</th>
<th>( d_3 )</th>
<th>( d_4 )</th>
<th>( d_5 )</th>
<th>( d_6 )</th>
<th>( d_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MO</td>
<td>7/8</td>
<td>-7/24</td>
<td>7/1320</td>
<td>-7/10296</td>
<td>-7/264</td>
<td>1/2024</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.910175271112043e-2</td>
<td>-4.380849303079808e-3</td>
<td>5.38061218766318e-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.596870412088003e-2</td>
<td>-3.406264564626082e-3</td>
<td>3.85815405995108e-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.3396602599042e-2</td>
<td>-2.63694603378398e-3</td>
<td>2.724640105631516e-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[7]</td>
<td>a = 0.5</td>
<td>8.908411996751749e-1</td>
<td>-3.140846722643636e-1</td>
<td>1.158405871391361e-1</td>
<td>-3.697085728287112e-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.292153980932711e-3</td>
<td>-1.645641713917770e-3</td>
<td>1.581075637816619e-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[8]</td>
<td>( \beta = \pi/6 )</td>
<td>8.950285192059451e-1</td>
<td>-3.196348336621835e-1</td>
<td>1.199630676314197e-1</td>
<td>-3.89494703892998e-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>9.901292408553496e-3</td>
<td>-1.752523178812276e-3</td>
<td>1.652529157131945e-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>( \alpha \in [0, \varepsilon] )</td>
<td>( \left</td>
<td>\frac{d \alpha}{d \varepsilon} - 1 \right</td>
<td>&lt; \varepsilon )</td>
<td>9.136906668629052e-1</td>
<td>-3.47014298158679e-1</td>
<td>1.44121398519431e-1</td>
<td>-3.767089728889e-2</td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>( \alpha \in [0, \varepsilon] )</td>
<td>( \left</td>
<td>\frac{\partial^2 \alpha}{\partial d^2} \right</td>
<td>&lt; \varepsilon )</td>
<td>9.067438894182988e-1</td>
<td>-3.36520093251362e-1</td>
<td>1.344199788770892e-1</td>
<td>-4.74291973407507e-2</td>
<td></td>
</tr>
</tbody>
</table>

Rearranging \( \frac{d \alpha}{d \varepsilon} = \frac{\partial \alpha}{\partial d} \) leads to

\[
\begin{align*}
(12a) & \quad d_1 + 2d_2 + 3d_3 = \frac{1}{2}, \\
(12b) & \quad d_1 + 8d_2 + 27d_3 = 0, \\
(12c) & \quad d_1 \sin \alpha_0 + 4d_2 \sin(2\alpha_0) + 9d_3 \sin(3\alpha_0) = 0, \\
(12d) & \quad d_1 \cos \alpha_0 + 2d_2 \cos(2\alpha_0) + 3d_3 \cos(3\alpha_0) = \frac{1 + \varepsilon}{2}, \\
(12e) & \quad d_1 \cos \eta + 2d_2 \cos(2\eta) + 3d_3 \cos(3\eta) = \frac{1 - \varepsilon}{2}.
\end{align*}
\]

The first two equations specify 4th order accuracy. The third equation specifies that \( \alpha_0 \) is a local maximum of \( d\alpha/d\alpha \), and the fourth specifies that the value taken at that maximum is \( 1 + \varepsilon \). The fifth then gives the value of \( \eta \), where the minimum number of points per wavelength is given by \( PPW = 2\pi/\eta \), although this is not required to ascertain the stencil coefficients \( d_1, d_2 \) and \( d_3 \).

Rearranging \( \frac{d \alpha}{d \varepsilon} \) leads to

\[
\begin{align*}
216000d_3^2 - (10800 + 13122\varepsilon)d_3^2 + 180d_3 - 1 = 0, & \quad \text{or equivalently} \quad (60d_3 - 1)^3 = \frac{3^6}{200} \varepsilon(60d_3)^2, \\
72d_3 \cos^3\eta - (2 + 96d_3) \cos^2\eta + (4 - 24d_3) \cos \eta + 48d_3 - 2 + 3\varepsilon = 0.
\end{align*}
\]

Equation \( 13b \) shows that the maximal order scheme is obtained in the limit \( \varepsilon \to 0 \), with the corresponding coefficient value \( d_3 = \frac{1}{60} \). Equation \( 13b \) has solution

\[
60d_3 = (1 + 2\hat{\varepsilon}) + C + 4\hat{\varepsilon}(1 + \hat{\varepsilon})/C \quad \text{where} \quad \hat{\varepsilon} = 243\varepsilon/400 \quad \text{and} \quad C = \left( 8\varepsilon^3 + 12\hat{\varepsilon}^2 + 3\hat{\varepsilon} + \varepsilon \sqrt{8\hat{\varepsilon} + 9} \right)^{1/3}
\]

Figure \( 11 \) plots some examples of these optimized schemes for varying values of \( \varepsilon \).

Figure \( 12 \) compares the 7-point maximal (6th) order derivative to various 7-point 4th order derivatives for non-constant amplitude waves. As \( \varepsilon \) is reduced, the region of better accuracy of the optimized derivatives increases into the complex \( \alpha \) plane, at the expense of its extent along the real \( \alpha \) axis. The \( \varepsilon = 10^{-4} \) and \( \varepsilon = 10^{-5} \) derivatives are found to give particularly good results for the test case in section \( IV \).
Figure 11: Plots of $\bar{\alpha}(\alpha)$ (a) and $d\bar{\alpha}/d\alpha$ (b) for a 7-point 4th order ($N = 3, L = 2$) stencil optimized so that $\varepsilon_g < \varepsilon$ for $0 \leq \varepsilon \leq \eta$ for maximal $\eta$. The $\varepsilon = 0$ optimization results in the maximal (6th) order 7-point stencil.
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Figure 12: Comparison in the complex $\alpha$ plane of which of the 7-point Maximal Order (red) or the given 7-point 4th order derivative (blue) is the most accurate. White means no scheme is 1% accurate, light colours mean no scheme is 0.1% accurate. The diagonal lines correspond to the axial wavenumbers investigated by Tam, Ju & Chien\textsuperscript{14}.


