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L2-ESTIMATES FOR THE EVOLVING SURFACE FINITE

ELEMENT METHOD

GERHARD DZIUK AND CHARLES M. ELLIOTT

Abstract. In this paper we consider the evolving surface finite element meth-
od for the advection and diffusion of a conserved scalar quantity on a moving
surface. In an earlier paper using a suitable variational formulation in time
dependent Sobolev space we proposed and analysed a finite element method
using surface finite elements on evolving triangulated surfaces. An optimal
order H1-error bound was proved for linear finite elements. In this work we
prove the optimal error bound in L2(Γ(t)) uniformly in time.

1. Introduction

Conservation of a scalar u subject to advection and diffusion on an evolving
hypersurface Γ(t) ⊂ R

n+1, n = 1, 2, 3 for time t ∈ [0, T ], T > 0, leads to the
diffusion equation

(1.1) ∂•u+ u∇Γ · v −∇Γ · (A∇Γu) = 0

on Γ(t). Here ν is a normal vector field to the surface, vν is the normal velocity
of the surface, vτ is an advective tangential velocity field, v = vν + vτ , ∇Γ is
the tangential surface gradient, and A is a given diffusion tensor which is positive
definite on the tangent space of Γ. We set

∂•u = ∂◦u+ vτ · ∇Γu

to be the the material derivative and

∂◦u = ut + vν · ∇u

to be the normal time derivative.
In [9] we proposed a finite element approximation using piecewise linear finite

elements on a triangulated surface interpolating Γ(t) whose vertices move with the
velocity v. The finite element method is based on the variational form

(1.2)
d

dt

∫
Γ(t)

uϕ+

∫
Γ(t)

A∇Γu · ∇Γϕ =

∫
Γ(t)

u∂•ϕ

where ϕ is an arbitrary test function defined on the surface Γ(t) for all t. For the
error between the continuous solution u and spatially discrete solution uh we proved

Received by the editor July 15, 2010 and, in revised form, July 5, 2011 and July 29, 2011.
2010 Mathematics Subject Classification. Primary 65M60, 65M15; Secondary 35K99, 35R01,

35R37, 76R99.
Key words and phrases. Surface finite elements, advection diffusion, moving surface, error

analysis.
The work was supported by Deutsche Forschungsgemeinschaft via SFB/TR 71.
This research was also supported by the UK Engineering and Physical Sciences Research

Council (EPSRC), Grant EP/G010404.

c©2012 American Mathematical Society

1



2 GERHARD DZIUK AND CHARLES M. ELLIOTT

in [9] the bound

sup
t∈(0,T )

‖u(·, t)− uh(·, t)‖2L2(Γ(t)) +

∫ T

0

‖∇Γ(u(·, t)− uh(·, t))‖2L2(Γ(t))dt ≤ ch2,

where the constant c depends on norms of the continuous solution and the data
of the problem. This estimate gives optimal linear convergence for the error in
the gradients. But for the L2-error one expects (just as in the Cartesian case)
convergence of order two. This is consistent with numerical experiments performed
in [9] in Table 1. The purpose of this paper is to prove an optimal L2-estimate for
the error between continuous and discrete problem:

sup
t∈(0,T )

‖u(·, t)− uh(·, t)‖L2(Γ(t)) ≤ ch2.

1.1. Numerical methods for surface PDEs. Let us review briefly the computa-
tion of surface partial differential equations and, in particular, parabolic equations
on evolving surfaces.

Surface finite elements on triangulated hypersurfaces were proposed and anal-
ysed for the Laplace-Beltrami equation by [8] and extended to parabolic (including
nonlinear and higher order) equations on stationary surfaces in [10]. Higher order
finite element spaces for elliptic equations were analysed in [6] and an adaptive
finite element method for stationary surfaces was considered in [7]. An extension
of the idea of the surface finite element method (SFEM) is to use surface finite
volumes. An analysis of elliptic equations using general meshes is given in [22, 23].
A method for parabolic equations on stationary surfaces using logically Cartesian
grids is presented in [3].

The evolving surface finite element method (ESFEM) was proposed in [9] in
order to treat diffusion and transport on moving surfaces. The key idea is to use
the Leibniz formula for differentiating with respect to time integrals over moving
surfaces in order to derive weak and variational formulations. The upshot is that
the velocity and mean curvature of the surface do not appear explicitly in the
formulations. Applications to complex physical models may be found in [13, 14].
The idea may also be used in a finite volume context, [24].

Another approach is to numerically solve bulk equations in one space dimension
higher. This may be a natural approach when the surface is computed implicitly
using phase field or level set methods [4, 32, 29]. The idea is then to exploit the im-
plicit formulation and use a bulk triangulation rather than a surface triangulation.
One idea is to solve the surface partial differential equations on all level sets of a
prescribed function. This is inherently an Eulerian method and yields degenerate
equations; see [2, 19, 18, 11] for stationary surfaces. For surface elliptic equations,
[5] gave a discretisation error analysis for a narrow band level set method using the
unfitted finite element method. Another method using a bulk unfitted mesh and
finite element space independent of the surface which is given by a level set function
has been proposed in [27, 28]. Eulerian approaches to transport and diffusion on
evolving surfaces were given in [1, 33] where level set approximations to surface
quantities were required. On the other hand, an elegant formulation avoiding the
need to do this was provided in [12] using an implicit surface version of the Leibniz
formula.

The closest point method for partial differential equations on stationary surfaces,
[31, 25, 26], is based on considering u(p(x)) where p(x) ∈ Γ is the point closest to
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x. The surface partial differential equation is then embedded and discretised in
a neighbourhood of Γ using u(p(x)). Implementation requires the knowledge or
calculation of the closest point p(x). In the cited references this approach has been
used to solve a wide variety of equations on stationary surfaces.

The diffuse interface approach [15, 16, 30] is based on approximating the surface
using a phase field type variable and solving a bulk advection diffusion equation
with coefficients which are zero or small outside of a transition layer.

1.2. Layout of the paper. This paper is organised as follows. In the following
section we fix some notation and develop the notions of material derivative and
transport formulae for moving surfaces appropriate for our needs. Then in the third
section we formulate the advection diffusion equation on an evolving surface. The
evolving surface finite element method is presented in section 4. In the next section
we derive useful estimates concerning interpolation bounds, the approximation of
geometry and the perturbation of appropriate bilinear forms. In order to prove the
error bound it is convenient to use the Ritz projection and, in particular, we need
error bounds for the material derivative which are proved in section 6. Finally, in
section 7 we prove the L2-error bound.

2. Setting and notation

2.1. Description of the surface. For each t ∈ [0, T ], T > 0, let Γ(t) be a
compact smooth connected hypersurface in R

n+1 (n = 1, 2, 3) and Γ0 = Γ(0). We
assume that Γ(t) is the boundary of an open bounded set Ω(t). It follows that Γ(t)
has a representation defined by a smooth level set function. Let d = d(x, t), x ∈
R

n+1, t ∈ [0, T ] be the signed distance function so that d(·, t) < 0 in Ω(t) and
d(·, t) > 0 in R

n+1 \ Ω(t). Assume that

Γ(t) = {x ∈ N (t)| d(x, t) = 0} ,
where N (t) is an open subset of Rn+1 in which ∇d �= 0 and chosen so that

d, dt, dxi
, dxixj

∈ C2(NT ) (i, j = 1, . . . , n+ 1)

for NT =
⋃

t∈[0,T ] N (t)× {t}. The orientation of Γ(t) is set by taking the normal

ν to Γ(t) to be in the direction of increasing d. Hence we define a normal vector
field by

ν(x, t) = ∇d(x, t), x ∈ N (t),

so that the normal velocity vν of Γ(t) is given by

(2.1) vν(x, t) = −dt(x, t)ν(x, t), x ∈ Γ(t).

We denote by P = P (x, t) the projection onto the tangent space at x ∈ Γ(t),
Pij = δij − νiνj and by H = H(x, t) the (extended) Weingarten map

Hij = (νi)xj
= dxixj

.

We will use the fact that

PH = HP = H.

We choose N (t) so that for every x ∈ N (t) and t ∈ [0, T ] there exists a unique
p(x, t) ∈ Γ(t) such that

(2.2) x = p(x, t) + d(x, t)ν(p(x, t), t).
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This is possible by the assumptions above; see for example [21]. Observe that

(2.3) ν(x, t) = ν(p(x, t), t), P (x, t) = P (p(x, t), t).

From this one easily gets the relation

(2.4)
∂d

∂t
(x, t) =

∂d

∂t
(p(x, t), t).

2.2. Surface gradients. For any function η ∈ C1(N (t)) we define its (spatial)
tangential gradient on Γ(t) by

∇Γη = P∇η = ∇η −∇η · ν ν

where, for x and y in R
n+1, x · y denotes the usual scalar product and ∇η denotes

the usual gradient on R
n+1. The tangential gradient ∇Γη only depends on the

values of η restricted to Γ(t) and ∇Γη · ν = 0. The components of the tangential
gradient will be denoted by

∇Γη =
(
(∇Γ)1 η, . . . , (∇Γ)n+1 η

)
.

The Laplace-Beltrami operator on Γ(t) is the tangential divergence of the tangential
gradient:

ΔΓη = ∇Γ · ∇Γη.

Let M(t) ⊂ Γ(t) have a boundary ∂M(t) whose intrinsic unit outer normal (conor-
mal), tangential to Γ(t), is denoted by μ. Then the formulae for integration by
parts on M(t) and Γ(t) are

(2.5)

∫
M(t)

(∇Γ)iη =

∫
M(t)

ηHνi +

∫
∂M(t)

ημi

and

(2.6)

∫
Γ(t)

(∇Γ)iη =

∫
Γ(t)

ηHνi,

where H denotes the mean curvature of Γ with respect to ν, which is given by

(2.7) H = ∇Γ · ν.

The orientation is such that for a sphere Γ = {x ∈ R
n+1| |x − x0| = R} and the

choice d(x) = |x − x0| − R the normal is pointing out of the ball BR(x0) = {x ∈
R

n+1| |x− x0| < R} and the mean curvature of Γ is given by H = n
R . Note that H

is the sum of the principle curvatures rather than the arithmetic mean and hence
differs from the common definition by a factor n. The mean curvature vector Hν
is invariant with respect to the choice of the sign of d.

Green’s formula on the surface Γ is

(2.8)

∫
Γ

∇Γξ · ∇Γη =

∫
∂Γ

ξ∇Γη · μ−
∫
Γ

ξΔΓη.

If Γ is closed, then ∂Γ is empty and the boundary terms do not appear. For these
facts about tangential derivatives we refer to [17], pp. 389–391. Note that, in
general, higher order tangential derivatives do not commute.

We shall use Sobolev spaces on surfaces Γ. For a given C2 surface Γ we define

H1(Γ) = {η ∈ L2(Γ) | ∇Γη ∈ L2(Γ)n+1}.
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In this definition ∇Γη denotes the weak derivative defined via integration by parts
with the help of (2.6). For smooth enough Γ we analoguously define the Sobolev
spaces Hk(Γ) for k ∈ N. We set

GT =
⋃

t∈[0,T ]

Γ(t)× {t}.

2.3. The material derivative.

Definition 2.1 (Material derivatives). The normal time derivative ∂◦ is defined
by

(2.9) ∂◦f :=
∂f

∂t
+ vν · ∇f.

We say that vτ is a tangential velocity field provided vτ · ν = 0 in N (t). Given
a tangential velocity field vτ we say that

(2.10) v := vν + vτ

is a material velocity field. Given a tangential vector field vτ we denote the material
derivative of a scalar function f = f(x, t) defined on NT by

(2.11) ∂•f := ∂◦f + vτ · ∇Γf =
∂f

∂t
+ v · ∇f.

Remark 2.2. The normal time derivative is an intrinsic surface derivative on GT

depending only on values of f on this surface and independent of any parame-
terisation of the surface; cf. [20]. For any x0 on Γ(t0) we may define a curve
{γ(t) ∈ Γ(t), t0 − ε < t < t0 + ε} by setting γ(t0) = x0 and γ′(t) = vν(γ(t), t).
Clearly,

d

dt
d(γ, ·) = ∂d

∂t
+∇d · γ′ =

∂d

∂t
+ ν · vν = dt + ν · vν = 0

so that, indeed, the curve does lie on the surface. It follows that

(2.12) ∂◦f =
df(γ, ·)

dt
.

The material derivative is also an intrinsic surface derivative on GT . Now consider
a curve for any x0 on Γ(t0) such that {γ(t) ∈ Γ(t), t0 − ε < t < t0 + ε}, γ(t0) = x0

with velocity

γ′(t) = (vν + vτ )(γ(t), t).

Now we see that

d

dt
d(γ, ·) = ∂d

∂t
+∇d · γ′ =

∂d

∂t
+ ν · (vν + vτ ) = dt + ν · vν = 0

so that, indeed, the curve lies on the surface. Furthermore, we have that

(2.13) ∂•f =
df(γ, ·)

dt
.
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2.4. Transport theorem. The following formula for the differentiation of time
dependent surface integrals will play a decisive role.

Lemma 2.1. Let M(t) be an evolving surface with normal velocity vν . Let vτ be a
tangential velocity field on M(t). Let the boundary ∂M(t) evolve with the velocity
v := vν+vτ . Assume that f is a function such that all the following quantities exist.
Then

(2.14)
d

dt

∫
M(t)

f =

∫
M(t)

∂•f + f ∇Γ · v.

With the deformation tensor D(v)ij =
1
2

∑n+1
k=1 (Aik (∇Γ)k vj +Ajk (∇Γ)k vi) (i, j =

1, . . . , n+ 1) and the tensor

(2.15) B(v) = ∂•A+∇Γ · vA− 2D(v),

we have the formula

d

dt

∫
M(t)

A∇Γf · ∇Γg =

∫
M(t)

(
A∇Γ∂

•f · ∇Γg +A∇Γf · ∇Γ∂
•g
)

+

∫
M(t)

B(v)∇Γf · ∇Γg.

(2.16)

Proof. A proof of this Lemma for f = g and A = I was given in the appendix of
[9]. The more general form f �= g can be obtained easily by polarization. �

Remark 2.3. Observe that in the above Leibniz formula, (2.14), it is sufficient that f
and ∂•f ∈ L1(GT ), v ∈ C1(GT ), and the equation is understood in the distributional
sense that

−
∫ T

0

ψ′
∫
M(t)

f dAdt =

∫ T

0

ψ

∫
M(t)

∂•f + f ∇Γ · v dAdt ∀ψ ∈ C1
0 ((0, T )) .

Remark 2.4. The formulae (2.14) and (2.16) are true when M(t) is without bound-
ary and with any tangential velocity field vτ including vτ = 0. In particular, the
formulae are true with v = vν and the material derivative ∂• replaced by the normal
time derivative ∂◦.

Remark 2.5. In the following we use these formulae to derive the advection dif-
fusion equation. In this derivation we will take vτ to be zero and consider mass
conservation for a region M(t) evolving on the surface with normal velocity vν . On
the other hand, our numerical discretization will be based on a triangulated surface
whose vertices move with a velocity vν + vτ in which case we apply the above for-
mulae element by element in order to derive transport formulae for a triangulated
surface.

3. Formulation of the advection diffusion equation

3.1. Conservation law. Let u be the density of a scalar quantity on Γ(t) (for
example mass per unit area n = 2 or mass per unit length n = 1). Let q denote a
surface flux. The basic conservation law we wish to consider can be formulated for
an arbitrary portion M(t) of Γ(t), which is the image of a portion M(0) of Γ(0)
evolving with the prescribed velocity v := vν . The law is that, for every M(t),

(3.1)
d

dt

∫
M(t)

u = −
∫
∂M(t)

q · μ,
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where, ∂M(t) is the boundary of M(t) (a curve if n = 2 and the end points of a
curve if n = 1) and μ is the conormal on ∂M(t). Thus μ is the unit normal to
∂M(t) pointing out of M(t) and tangential to Γ(t). Observing that components of
q normal to M do not contribute to the flux, we assume that q is a tangent vector.

With the use of integration by parts, (2.5), we obtain∫
∂M(t)

q · μ =

∫
M(t)

∇Γ · q −
∫
M(t)

q · νH =

∫
M(t)

∇Γ · q.

On the other hand, by the transport formula (2.14) we have

d

dt

∫
M(t)

u =

∫
M(t)

(∂◦u+ u∇Γ · vν) ,

so that ∫
M(t)

(∂◦u+ u∇Γ · vν +∇Γ · q) = 0,

which implies the pointwise conservation law

(3.2) ∂◦u+ u∇Γ · vν +∇Γ · q = 0.

In this paper we wish to consider a diffusive flux qd := −A∇Γu and an advective
flux qa := uvτ where vτ is an advective tangential velocity field, i.e., vτ · ν = 0, so
that

q = qd + qa = −A∇Γu+ uvτ ,

then we arrive at the PDE (1.1)

∂•u+ u∇Γ · v −∇Γ · (A∇Γu) = 0.

3.2. Weak and variational formulations. In the following we assume that A is
a sufficiently smooth (n+ 1) × (n+ 1) symmetric matrix which maps the tangent
space of Γ at a point into itself and is positive definite on the tangent space, i.e.,

(3.3) Aξ · ξ ≥ c0|ξ|2 ∀ξ ∈ R
n+1, ξ · ν = 0

with some constant c0 > 0. Consequently, AP = PA = A. For the definition of a
solution we assume that the elements of A belong to L∞(GT ). We set

H1(GT ) := {η ∈ L2(GT ) | ∇Γη ∈ L2(GT ), ∂
◦η ∈ L2(GT )}.

Definition 3.1 (Weak solution). A function u ∈ H1(GT ) is a weak solution of
(1.1), if for almost every t ∈ (0, T ),∫

Γ(t)

∂•uϕ+

∫
Γ(t)

uϕ∇Γ · v +
∫
Γ(t)

A∇Γu · ∇Γϕ = 0

for every ϕ(·, t) ∈ H1(Γ(t)).

In [9] we proved the existence of a weak solution. Furthermore, for the initial
data u0 ∈ H1(Γ(0)) and the elements of A and v ∈ C1(GT ) the solution satisfies

sup
(0,T )

‖u‖2L2(Γ) +

∫ T

0

‖∇Γu‖2L2(Γ) ≤ c‖u0‖2L2(Γ(0)),

∫ T

0

‖∂•u‖2L2(Γ) + sup
(0,T )

‖∇Γu‖2L2(Γ) ≤ c‖u0‖2H1(Γ(0))

where c = c(A, v,GT , T ).
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Lemma 3.1 (Variational form). A weak solution u satisfies the variational form
of (1.1): for almost every t ∈ (0, T ),

(3.4)
d

dt

∫
Γ(t)

uϕ+

∫
Γ(t)

A∇Γu · ∇Γϕ =

∫
Γ(t)

u∂•ϕ

for every ϕ ∈ H1(GT ).

Proof. This is a consequence of the Leibniz formula (2.14) and we understand the
equation (3.4) in the sense described in Remark 2.3. �

Remark 3.2. Note that , since A∇Γu · ∇Γϕ = PAP∇Γu · ∇Γϕ, in the weak form
(3.4) we do not have to assume that A maps tangent space to tangent space.

3.3. Abstract framework. For ϕ, ψ ∈ H1(Γ) we define the bilinear forms

a(ϕ, ψ) =

∫
Γ

A∇Γϕ · ∇Γψ,(3.5)

m(ϕ, ψ) =

∫
Γ

ϕψ,(3.6)

g(v;ϕ, ψ) =

∫
Γ

ϕψ∇Γ · v.(3.7)

The variational form (3.4) becomes

(3.8)
d

dt
m(u, ϕ) + a(u, ϕ) = m(u, ∂•ϕ).

Remark 3.3 (Abstract transport formulae). Note that from the transport formulae,
Lemma 2.1, we have for ϕ, ψ ∈ H1(GT ),

(3.9)
d

dt
m(ϕ, ψ) = m(∂•ϕ, ψ) +m(ϕ, ∂•ψ) + g(v;ϕ, ψ)

and

(3.10)
d

dt
a(ϕ, ψ) = a(∂•ϕ, ψ) + a(ϕ, ∂•ψ) + b(v;ϕ, ψ)

with the bilinear form

(3.11) b(v;ϕ, ψ) =

∫
Γ

B(v)∇Γϕ · ∇Γψ.

4. Surface finite element method

4.1. Triangulated surface. The smooth evolving surface Γ(t) (∂Γ(t) = ∅) is ap-
proximated by an evolving surface

Γh(t) ⊂ N (t) , (∂Γh(t) = ∅),
which for each t is of class C0,1 and in time is smooth. In particular, for n = 2, Γh(t)
is a triangulated (and hence polyhedral) surface consisting of simplices E(t) ∈ Th(t),
which form an admissible triangulation. We suppose that the maximum diameter
of the simplices in Th(t) are bounded uniformly in time by h. Note that by (2.2)
for every triangle E(t) ⊂ Γh(t) there is a unique curved triangle e(t) = p(E(t), t) =
{p(x, t)|x ∈ E(t)} ⊂ Γ(t). We assume that Γh(t) is homeomorphic to Γ(t). This
implies that there is a bijective correspondence between the triangles on Γh and
the induced curvilinear triangles on Γ.
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We begin by setting up extensions, ηlh and η−l, of functions ηh and η defined,
respectively, on Γh(t) and Γ(t). For any continuous function ηh on Γh(t) we define
the lift onto Γ(t) by

(4.1) ηlh(p, t) = ηh(x(p, t), t) for p ∈ Γ(t)

where by (2.2) and our assumptions, x(p, t) is uniquely defined by

(4.2) x(p, t) = p+ d(x(p, t), t)ν(p, t).

For any continuous function η defined on the surface Γ(t) we define a constant
extension to N (t) in the normal direction by

(4.3) η−l(x, t) := η(p(x, t), t).

By definition (see (2.2),(2.3))

η−l(x, t) = η(x− d(x, t)ν(x, t), t), x ∈ Γh(t).

For any function η we define its (spatial) tangential gradient on E(t) ⊂ Γh(t) by

∇Γh
η = Ph∇η = ∇η −∇η · νh νh

where νh is the normal to E(t) oriented in the direction of increasing d and (Ph)ij :=
δij − (νh)i(νh)j .

Remark 4.1. The chain rule together with the definition of the tangential gradients
on smooth and discrete surface and (2.3) gives

∇Γh
η(x, t) = Ph(x, t) (I − d(x, t)H(x, t))P (x, t)∇Γη

l(p(x, t), t), x ∈ Γh(t).

4.2. Finite element space. We use piecewise linear finite elements on the evolving
surface Γh(t) and set

Gh
T =

⋃
t∈[0,T ]

Γh(t)× {t}.

Definition 4.2 (Finite element spaces). For each t we have the finite element
spaces

Sh(t) =
{
φh ∈ C0(Γh(t))|φh|E is linear affine for each E ∈ Th(t)

}
,

Sl
h(t) =

{
ϕh = φl

h|φh ∈ Sh(t)
}
.

Note that Sl
h(t) ⊂ H1(Γ(t)) and that for each ϕh ∈ Sl

h there is a unique φh ∈ Sh

such that ϕh = φl
h.

4.3. Evolving triangulations and the discrete material derivative. In this
paper we consider triangulated surfaces for which the vertices {Xj(t)}Nj=1 of the
triangles sit on Γ(t) so that Γh(t) is an interpolation. Furthermore, we advect the
nodes in the tangential direction with the advective velocity vτ as well as keeping
them on the surface using the normal velocity vν so that

(4.4) Ẋj(t) :=
dXj

dt
(t) = v(Xj(t), t) (j = 1, . . . , N).

Note that it follows from the above definition and Remark 2.2 that Xj(t) ∈ Γ(t)
provided Xj(0) ∈ Γ(0). We denote by {χj , j = 1, 2, ..N} the piecewise linear basis
functions from Sh(t) such that χj(Xi(t), t) = δij .
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Definition 4.3. We define a material velocity for x = X(t) on the surface Γh(t)
by

(4.5) Ẋ(t) = Vh(X(t), t) , Vh(x, t) :=

N∑
j=1

Ẋj(t)χj(x, t) for x ∈ Sh(t),

and the associated material velocity on Γ(t) by

(4.6) Ẏ (t) = vh(Y (t), t) =
∂p

∂t
(X(t), t) + Vh(X(t), t) · ∇p(X(t), t)

so that for x ∈ Γh(t),

(4.7) vh(p(x, t), t) = (P − dH)(x, t)Vh(x, t)− dt(x, t)ν(x, t)− d(x, t)νt(x, t),

where Y (t) = p(X(t), t) is defined by (2.2).

Remark 4.4. Observe that:
(i) The edges of e(t) are the projections onto Γ(t) of the edges of E(t) ⊂ Γh(t)

and thus evolve with the material velocity vh(·, t).
(ii) The discrete material velocity vh is not the interpolation of v in Sl

h(t) which
is given by

Ihv(p(x, t), t) =

N∑
j=1

Ẋj(t)χ
l
j(p(x, t), t) =

N∑
j=1

Ẋj(t)χj(x, t) = Vh(x, t)

for x ∈ Γh(t).

Definition 4.5. Given the discrete velocity field Vh ∈ (Sh)
n+1 and the associated

velocity field vh on Γ(t), (4.7), we define the discrete material derivatives on Γh(t)
and Γ(t) element by element through the equations

(4.8) ∂•
hφh|E(t) := (φht + Vh · ∇φh)|E(t),

(4.9) ∂•
hϕh|e(t) := (ϕht + vh · ∇ϕh)|e(t).

The material derivative and lifting process do commute in a suitable sense. This
means that the material derivatives ∂•

h for functions from Sh and from Sl
h survive

the lifting process.

Lemma 4.1 (Transport property of the basis functions). The basis functions satisfy
the transport property that

(4.10) ∂•
hχj = 0 , ∂•

hχ
l
j = 0

from which it follows that for φh ∈ Sh(t),Φj(t) := φh(Xj(t), t),

(4.11) ∂•
hφh =

N∑
j=1

Φ̇j(t)χj ∈ Sh(t)

and for ϕh = φl
h ∈ Sl

h,

(4.12) ∂•
hϕh = (∂•

hφh)
l =

N∑
j=1

Φ̇j(t)χ
l
j ∈ Sl

h(t).
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Proof. It was shown in [9] that ∂•
hχj = 0. Using χj(x, t) = χl

j(p(x, t), t) and (2.2)
we find that

0 = ∂•
hχj = (χjt + Vh · ∇χj) = (χl

jt
+ (pt + (Vh · ∇)p) · ∇χl

j)(p, ·) = ∂•
hχ

l
j(p, ·).

The remaining equations follow immediately from

∂•
hφh = ∂•

h

N∑
j=1

Φj(t)χj(x, t) , ∂•
hϕh = ∂•

h

N∑
j=1

Φj(t)χ
l
j(p(x, t), t)

and for x ∈ Γh(t),

(∂•
hφh)

l
(p(x, t), t) =

N∑
j=1

Φ̇j(t)χ
l
j(p(x, t), t) = ∂•

hϕh(p(x, t), t),

because by (4.10), ∂•
hχ

l
j = 0. �

4.4. Discrete bilinear forms. As discrete analogues of the bilinear forms (3.5),
(3.6) and (3.7) we define

ah(φh,Wh) =

∫
Γh

A−l∇Γh
φh · ∇Γh

Wh,(4.13)

mh(φh,Wh) =

∫
Γh

φhWh,(4.14)

gh(Vh;φh,Wh) =

∫
Γh

φhWh∇Γh
· Vh(4.15)

for φh,Wh ∈ Sh. Here, the discrete tangential gradients have to be understood in
a piecewise sense. Note also that on the discrete surface it is necessary to evaluate
an approximation of the diffusion tensor. We choose the natural extension defined
by the lift from the surface Γ(t) to a neighbourhood as defined in (4.3).

4.5. Transport theorems on triangulated surfaces.

Lemma 4.2 (Transport theorems on triangulated surfaces). Let Γh(t) be an evolv-
ing admissable triangulation with material velocity Vh. Then

(4.16)
d

dt

∫
Γh(t)

f =

∫
Γh(t)

∂•
hf + f ∇Γh

· Vh.

For φ ∈ Sh(t),Wh ∈ Sh(t),

d

dt
mh(φ,Wh) = mh(∂

•
hφ,Wh) +mh(φ, ∂

•
hWh) + gh(Vh;φ,Wh),(4.17)

d

dt
ah(φ,Wh) = ah(∂

•
hφ,Wh) + ah(φ, ∂

•
hWh) + bh(Vh;φ,Wh),(4.18)

with the bilinear form

(4.19) bh(Vh;φ,Wh) =
∑

E(t)∈Th(t)

∫
E(t)

Bh(Vh)∇Γh
φ · ∇Γh

Wh

where

Bh(Vh) = ∂•
hA−l +∇Γh

· Vh A−l − 2Dh(Vh),

Dh(Vh)ij =
1

2

n+1∑
k=1

(
A−l

ik (∇Γ)k Vhj +A−l
jk (∇Γ)k Vhi

)
, i, j = 1, . . . , n+ 1.
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Let Γ(t) be an evolving surface decomposed into curved elements e(t) whose edges
move with velocity vh. Then

(4.20)
d

dt

∫
Γ(t)

f =

∫
Γ(t)

∂•
hf + f ∇Γh

· vh.

For ϕ,w, ∂•
hϕ, ∂

•
hw ∈ H1(Γ(t)),

d

dt
m(ϕ,w) = m(∂•

hϕ,w) +m(ϕ, ∂•
hw) + g(vh;ϕ,w),(4.21)

d

dt
a(ϕ,w) = a(∂•

hϕ,w) + a(ϕ, ∂•
hw) + b(vh;ϕ,w).(4.22)

Proof. In order to prove (4.16) we write

d

dt

∫
Γh(t)

f =
∑

E(t)⊂Γh(t)

d

dt

∫
E(t)

f

and apply the Leibniz formula (2.14) to each element E(t). Using (2.16) the proof
of (4.18) follows in the same way. Decomposing Γ(t) into the union of the curved
elements e(t) and applying (2.14), (2.16) to each element e(t) we obtain (4.20) and
(4.21), (4.22). �

Remark 4.6. Note that since Vh is obtained by interpolation that, in general, on
each element it will have non-zero normal and tangential components even if vτ is
zero. Thus we need the particular forms of the Leibniz formulae (2.14) and (2.16)
involving the discrete material derivative.

4.6. Finite element method and convergence theorem.

Definition 4.7 (Evolving Surface Finite Element Method). Given Uh0 ∈ Sh(0)
find Uh ∈ ST

h =
{
φh and ∂•

hφh ∈ C0(Gh
T )|φh(·, t) ∈ Sh(t) t ∈ [0, T ]

}
such that for

all φh ∈ ST
h and t ∈ (0, T ],

(4.23)
d

dt
mh(Uh, φh) + ah(Uh, φh) = mh(Uh, ∂

•
hφh), Uh(·, 0) = Uh0.

Using the transport property Lemma 4.1 it follows that this definition is equiv-
alent to:

(4.24)
d

dt
mh(Uh, χj) + ah(Uh, χj) = 0 Uh(·, 0) = Uh0,

for all j = 1, . . . , N .

Remark 4.8 (Matrix version of the finite element method). Setting M(t) to be the
evolving mass matrix

M(t)jk =

∫
Γh(t)

χjχk,

S(t) to be the evolving stiffness matrix

S(t)jk =

∫
Γh(t)

A−l∇Γh
χj∇Γh

χk,

and Uh =
∑N

j=1 αjχj , α = (α1, . . . , αN ), we arrive at the following simple version
of the finite element approximation

(4.25)
d

dt
(M(t)α) + S(t)α = 0,
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which does not explicitly involve the velocity of the surface.
Since the mass matrix M(t) is uniformly positive definite for t ∈ [0, T ] and the

stiffness matrix S(t) is positive semi-definite, we get existence and uniqueness of
the semi-discrete finite element solution.

Remark 4.9. Observe that our method and analysis includes the case of advection
diffusion on a stationary surface in which vν = 0 and the vertices are moved with
the tangential velocity vτ .

The estimates of the following lemma are proved in [9].

Lemma 4.3. There exists a unique finite element solution of (4.23). The solution
satisfies the a priori bounds

sup
(0,T )

‖Uh‖2L2(Γh)
+

∫ T

0

‖∇Γh
Uh‖2L2(Γh)

≤ c‖Uh0‖2L2(Γh(0))
,

∫ T

0

‖∂•
hUh‖2L2(Γh)

+ sup
(0,T )

‖∇Γh
Uh‖2L2(Γh)

≤ c‖Uh0‖2L2(Γh(0))

+ c‖∇Γh
Uh0‖2L2(Γh(0))

.

Theorem 4.4 (Convergence). Let u be a sufficiently smooth solution of (3.4) sat-
isfying

(4.26)

∫ T

0

‖u‖2H2(Γ) + ‖∂•u‖2H2(Γ)dt < ∞

and let uh(, t) = U l
h(·, t), t ∈ [0, T ] be the spatially discrete solution from Lemma

4.3 with initial data uh0 = U l
h0 satisfying

‖u(·, 0)− uh0‖L2(Γ(0)) ≤ ch2.

Then the error estimate

sup
t∈(0,T )

‖u(·, t)− uh(·, t)‖L2(Γ(t)) ≤ ch2(4.27)

holds for a constant c independent of h but depending on the norms (4.26).

Remark 4.10. Under suitable assumptions on GT , A, v and u0 it can be shown that
(4.26) holds; see [9].

5. Approximation estimates

5.1. Approximation of the surface. Let Ph = Ph(x, t) be the projection Ph,ij =
δij − νh,iνh,j . In order to relate integrals on Γh(t) to integrals on Γ(t), we use the
quotient, δh, between the smooth and discrete surface measures dA and dAh, defined
by δhdAh = dA. The proof of the following lemma can be found from Lemma 5.1
in [9].

Lemma 5.1. Assume Γ(t) and Γh(t) are as above. Then

sup
(0,T )

‖d‖L∞(Γh) ≤ ch2,(5.1)

sup
(0,T )

‖1− δh‖L∞(Γh) ≤ ch2,(5.2)

sup
(0,T )

‖P − PPhP‖L∞(Γh) ≤ ch2.(5.3)
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Some calculations then lead to the following lemma about the comparison of
Sobolev norms on discrete and continuous surfaces, [8].

Lemma 5.2. For t ∈ [0, T ] let ηh : Γh(t) → R with lift ηlh : Γ(t) → R. Then for
the corresponding plane simplex, E ⊂ Γh(t), and curvilinear simplex, e = p(E, t) ⊂
Γ(t), the following estimates hold if the norms exist. There is a constant c > 0
independent of h and t such that

1

c
‖ηh‖L2(E) ≤ ‖ηlh‖L2(e) ≤ c‖ηh‖L2(E),(5.4)

1

c
‖∇Γh

ηh‖L2(E) ≤ ‖∇Γη
l
h‖L2(e) ≤ c‖∇Γh

ηh‖L2(E),(5.5)

‖∇2
Γh

ηh‖L2(E) ≤ c‖∇2
Γη

l
h‖L2(e) + ch‖∇Γη

l
h‖L2(e).(5.6)

5.2. Finite element interpolation estimates. An interpolant is constructed in
the obvious way. For η ∈ C0(Γ(t)) the pointwise linear interpolation Ĩhη ∈ Sh

is well defined. The vertices of Γh(t) lie on the smooth surface Γ(t) and so the
nodal values of η are well defined for this interpolation, since n ≤ 3. We then lift
Ĩhη onto Γ(t) by the process (4.1) to obtain Ihη = (Ĩhη)

l for which the following
approximation lemma holds, [8].

Lemma 5.3 (Interpolation). For given η ∈ H2(Γ(t)) there exists a unique Ihη ∈
Sl
h(t) such that

‖η− Ihη‖L2(Γ(t))+h‖∇Γ(η− Ihη)‖L2(Γ(t)) ≤ ch2
(
‖∇2

Γη‖L2(Γ(t)) + h‖∇Γη‖L2(Γ(t))

)
.

5.3. Material derivative and geometric perturbation errors.

Lemma 5.4. Assume Γ(t) and Γh(t) are as above. Then

sup
(0,T )

‖∂•
hd‖L∞(Γh) ≤ ch2,(5.7)

sup
(0,T )

‖∂•
h(Phν)‖L∞(Γh) ≤ ch,(5.8)

sup
(0,T )

‖∂•
hδh‖L∞(Γh) ≤ ch2.(5.9)

Proof. It is sufficient to consider a single element E(t) ⊂ Γh(t). In order to facilitate
calculations we consider an orthogonal transformation C(t) : Rn+1 → R

n+1 such

that E(t) = C(t)Ẽ(t) where Ẽ ⊂ R
n × {y0(t)}. Using the equation

(5.10) x = p(x, t) + d(x, t)ν(x, t)

for x ∈ N (t), we set p̃(y, t) := C∗(t)p(C(t)y, t) and observe that for ẽ(t) := p̃(Ẽ, t)

we have C(t)ẽ(t) = e(t). We set d̃(y, t) := d(C(t)y, t) and observe that ν̃(y, t) :=

∇d̃(y, t) = C∗(t)ν(C(t)y, t). Observing that for z ∈ e(t), z̃ ∈ ẽ(t) and x = C(t)y ∈
N (t) we have |y − z̃| = |x − z| so that in our new coordinate system we have the
relation

(5.11) y = p̃(y, t) + d̃(y, t)ν̃(y, t)

where p̃(y, t) ∈ ẽ and d̃(y, t) is the distance function to ẽ(t) and ν̃(y, t) is normal
to ẽ(t). Denoting by ṽ the velocity field in the transformed coordinates we observe
that

ṽ3(Yk, t) =
dy0
dt

(t)
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where {Yk(t)}n+1
k=1 are the vertices of the simplex Ẽ(t).

Let us treat the case n = 2 in the following. We use the original variables x
etc. in order to make the presentation simpler. First we observe that (5.7) holds.
This comes from the fact that ∂•

hd = 0 in the vertices of the triangle E. Then the
interpolant I∂•

hd vanishes identically and the common interpolation on E gives the
estimate

‖∂•
hd‖L∞(E) = ‖∂•

hd− I∂•
hd‖L∞(E) ≤ ch2‖∂•

hd‖H2,∞(E) ≤ ch2.

With a similar argument we get the estimates

(5.12) ‖∂•
hνj‖L∞(E) ≤ ch (j = 1, 2).

Thus we have proved the estimates (5.7) and (5.8).
We prove (5.9) for n = 2 by estimating

∂•
h(|px1

∧ px2
|) = ν · (∂•

hpx1
∧ px2

+ px1
∧ ∂•

hpx2
) .

From (5.11) respectively (5.10) we deduce

pxj
= ej − νjν − dνxj

(j = 1, 2)

with the jth standard basis vector ej ∈ R
3. Then

∂•
hpxj

= −ν∂•
hνj − νj∂

•
hν − νxj

∂•
hd− d∂•

hνxj
= −ν∂•

hνj − νj∂
•
hν +O(h2),

because |∂•
hd|+ |d| = O(h2) by (5.7). With this we calculate the material derivative

of the surface element:

∂•
h |px1

∧ px2
| = ν · (∂•

hpx1
∧ px2

+ px1
∧ ∂•

hpx2
)

= ν ·
((
−ν∂•

hν1 − ν1∂
•
hν +O(h2)

)
∧
(
e2 − ν2ν +O(h2)

)
+
(
e1 − ν1ν +O(h2)

)
∧
(
−ν∂•

hν2 − ν2∂
•
hν +O(h2)

))
= ν ·

(
−ν1∂

•
hν ∧ e2 − e1 ∧ ν2∂

•
hν +O(h2)

)
= −ν1ν · (∂•

hν ∧ e2)− ν2ν · (e1 ∧ ∂•
hν) +O(h2)

= ν · ∂•
hν ∧ (ν2e1 − ν1e2) +O(h2)

= − (ν1∂
•
hν1 + ν2∂

•
hν2) ν3 +O(h2).

Since from (5.12) we know that |νj |+ |∂•
hνj | = O(h) for j = 1, 2, the estimate (5.9)

follows. Note that from the last step we also get that ∂•
hν3 = O(h2). �

We begin with the bounding of the geometric perturbation errors in the bilinear
forms.

Lemma 5.5. For any (Wh, φh) ∈ Sh × Sh with corresponding lifts (wh, ϕh) ∈
Sl
h × Sl

h the following bounds hold:

|m(wh, ϕh)−mh(Wh, φh)| ≤ ch2‖wh‖L2(Γ(t))‖ϕh‖L2(Γ(t)),(5.13)

|a(wh, ϕh)− ah(Wh, φh)| ≤ ch2‖∇Γwh‖L2(Γ(t))‖∇Γϕh‖L2(Γ(t)),(5.14)

|g(vh;wh, ϕh)− gh(Vh;Wh, φh)| ≤ ch2‖wh‖H1(Γ(t))‖ϕh‖H1(Γ(t)).(5.15)

Proof. The bound (5.13) follows by noting

|m(wh, ϕh)−mh(Wh, φh)|

= |
∫
Γ(t)

(1− 1

δlh
)whϕh| ≤ ‖1− 1

δh
‖L∞(Γh)‖wh‖L2(Γ)‖ϕh‖L2(Γ)

and using Lemma 5.1.
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In order to prove (5.14) it is convenient to introduce the notation

Qh =
1

δh
(A−l)−1(I − dH)PPhA−lPhP (I − dH)

on Γh(t) and its lifted version, Ql
h on Γ(t). Using Remark 4.1 we may write on

Γh(t),

A−l∇Γh
Wh · ∇Γh

φh = A−lPh(P − dH)P∇Γwh(p, ·) · Ph (P − dH)P∇Γϕh(p, ·)
= A−lPhP (I − dH)∇Γwh(p, ·) · PhP (I − dH)∇Γϕh(p, ·)
= δhA−lQh∇Γwh(p, ·) · ∇Γϕh(p, ·).

We use the geometry estimates from Lemma 5.1 and the fact that AP = PA = A
and get the estimate

∣∣A−l − δhA−lQh

∣∣ ≤ ∣∣PA−lP − PPhPA−lPPhP
∣∣+ ch2 ≤ ch2.

Hence the bound (5.14) follows from

a(wh, ϕh)−ah(Wh, φh)=

∫
Γ(t)

A∇Γwh∇Γϕh−
∫
Γh(t)

δhA−lQh∇Γwh(p, ·)∇Γϕh(p, ·).

For the bound (5.15) we use Lemma 5.4. The transport formula gives for related
simplices e ⊂ Γ and E ⊂ Γh,

(5.16)

∫
e

∇Γ · vh =
d

dt
|e|,

∫
E

∇Γh
· Vh =

d

dt
|E|.

Since |e| =
∫
E
δh we get

d

dt
|e| =

∫
E

∂•
hδh +

∫
E

δh∇Γh
· Vh =

∫
E

∂•
hδh +

∫
E

(δh − 1)∇Γh
· Vh +

d

dt
|E|,

so that by Lemma 5.4 and (5.16)

(5.17)
∣∣ ∫

e

∇Γ · vh −
∫
E

∇Γh
· Vh

∣∣ ≤ ‖∂•
hδh‖L∞(E)|E|+ ‖δh − 1‖L∞(E)|E| ≤ ch2|E|.

We use this estimate for the proof of (5.15) as follows:

∫
e

whϕh∇Γ · vh −
∫
E

Whφh∇Γh
· Vh =

∫
e

whϕh∇Γ · vh −
∫
E

Whφh
1

|E|

∫
E

∇Γh
· Vh

≤
∫
e

whϕh∇Γ · vh −
∫
e

(
whϕh

1

δlh|E|

∫
e

∇Γ · vh
)
+ ch2

∫
e

|wh||ϕh|.

Since we know from Lemma 5.1 that ||e|−|E|| ≤ ch2 we can continue the estimate
by

≤
∫
e

whϕh

(
∇Γ · vh − 1

|e|

∫
e

∇Γ · vh
)
+ ch2

( 1

|e|

∫
e

|∇Γ · vh|+ 1
)∫

e

|wh||ϕh|

≤
∫
e

(
whϕh − 1

|e|

∫
e

whϕh

)(
∇Γ · vh − 1

|e|

∫
e

∇Γ · vh
)
+ ch2

∫
e

|wh||ϕh|.
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We use Poincaré’s inequality for functions with mean value zero on e, which is easily
proved by transformation to E, and get∫

e

whϕh∇Γ · vh −
∫
E

Whφh∇Γh
· Vh

≤ ch2‖∇Γ(whϕh)‖L2(e)‖∇Γ∇Γ · vh‖L2(e) + ch2‖wh‖L2(e)‖ϕh‖L2(e)

≤ ch2‖wh‖H1(e)‖ϕh‖H1(e).

The second derivatives of vh on e are easily estimated by a constant, when one uses
the definition (4.7) together with the smoothness of the surface Γ, the smoothness
of v and the fact that

|(∇Γ)i(∇Γ)jIhv| ≤ c|∇ΓIhv|
since Ihv is the lift of a linear affine function on E. Summing up over the elements
e this finally proves the estimate (5.15) for the bilinear forms g and gh. �

For later use we estimate the difference between continuous and discrete material
derivative.

Lemma 5.6. For the difference between the continuous velocity v (2.10), and the
discrete velocity on the smooth surface, vh, (4.7), we have the estimates

(5.18) |v − vh|+ h |∇Γ(v − vh)| ≤ ch2 on Γ.

Proof. For x ∈ Γh we have from (4.7) that with p = p(x, t) ∈ Γ(t),

v(p, ·)− vh(p, ·) = v(p, ·)− P (I − dH)Vh + dtν + dνt

= P (v − Ihv)(p, ·) + d(HIhv(p, ·) + νt).(5.19)

Here we have used Remark 4.4(ii), (2.3), (2.4) and vν = −dtν. This immediately
gives

|v − vh| ≤ ch2

on Γ(t) with a constant which depends on a bound for the second derivatives of v.
For the ith component of the tangential gradient we have

(∇Γ)i (v − vh) = ((∇Γ)i P ) (v − Ihv) + P (∇Γ)i (v − Ihv) + d (∇Γ)i (HIhv + νt),

where we have used that ∇Γd = 0. So,

|∇Γ(v − vh)| ≤ c|v − Ihv|+ c|∇Γ(v − Ihv)|+ ch2 ≤ ch

and the lemma is proved. �

The previous lemma allows us to estimate the difference between continuous and
discrete material derivative.

Corollary 5.7.

‖∂•z − ∂•
hz‖L2(Γ) ≤ ch2‖z‖H1(Γ) z ∈ H1(Γ),(5.20)

‖∇Γ(∂
•z − ∂•

hz)‖L2(Γ) ≤ ch‖z‖H2(Γ) z ∈ H2(Γ).(5.21)

Proof. The definitions of the material derivatives together with the fact that v−vh
is a tangent vector (see (5.19)) give

∂•z − ∂•
hz = (v − vh) · ∇z = (v − vh) · ∇Γz.
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We use Lemma 5.6 for the estimate (5.20) of the L2(Γ)-norm of this quantity. We
then may apply the tangential gradient to the previous equation and again use
Lemma 5.6 to obtain a bound for the gradient

‖∇(∂•z − ∂•
hz)‖L2(Γ) ≤ ch‖z‖H1(Γ) + ch2‖z‖H2(Γ). �

Lemma 5.8. Assume that Wh(·, t), φh(·, t) ∈ Sh(t) and wh = W l
h, ϕh = φl

h ∈ Sl
h.

Then

(5.22) |m(∂•
hwh, ϕh)−mh(∂

•
hWh, φh)| ≤ ch2‖∂•

hwh‖L2(Γ)‖ϕh‖L2(Γ).

Proof. From Lemma 4.1 we know that ∂•
hwh = (∂•

hWh)
l and consequently we have

m(∂•
hwh, ϕh)−mh(∂

•
hWh, φh) = m((∂•

hWh)
l, ϕh)−mh(∂

•
hWh, φh)

≤ ch2‖∂•
hwh‖L2(Γ)‖ϕh‖L2(Γ).

Here we use (5.13) from the Lemma 5.5. �

6. Ritz projection and error analysis

It is convenient in the error analysis to use the Ritz projection Rh : H1(Γ) → Sl
h

defined by

Definition 6.1. For given z ∈ H1(Γ),
∫
Γ
z = 0, there is a unique Rhz ∈ Sl

h such
that

(6.1) a(Rhz, ϕh) = a(z, ϕh) ∀ϕh ∈ Sl
h

and
∫
Γ
Rhz = 0.

6.1. Error in the Ritz projection.

Theorem 6.1. The error in the Ritz projection satisfies the bounds

‖z −Rhz‖L2(Γ) + h‖∇Γ(z −Rhz)‖L2(Γ) ≤ ch2‖z‖H2(Γ).(6.2)

Proof. For this we use the interpolation estimates (5.3).

c0‖∇Γ(z −Rhz)‖2L2(Γ) ≤ a(z −Rhz, z −Rhz) = a(z −Rhz, z − Ihz)

≤ c‖∇Γ(z −Rhz)‖L2(Γ)‖∇Γ(z − Ihz)‖L2(Γ)

≤ ch‖∇Γ(z −Rhz)‖L2(Γ)‖z‖H2(Γ).

This implies

‖∇Γ(z −Rhz)‖L2(Γ) ≤ ch‖z‖H2(Γ).

The L2(Γ) estimate comes with the Aubin-Nitsche duality argument. Solve the
problem w ∈ H2(Γ) with

∫
Γ
w = 0,

−∇Γ · (A∇Γw) = z −Rhz.

Then ‖w‖H2(Γ) ≤ c‖z −Rhz‖L2(Γ) and we get

‖z −Rhz‖2L2(Γ) = a(w, z −Rhz) = a(w − Ihw, z −Rhz)

≤ c‖∇Γ(w − Ihw)‖L2(Γ)‖∇Γ(z −Rhz)‖L2(Γ)

≤ ch2‖w‖H2(Γ)‖z‖H2(Γ)

≤ ch2‖z −Rhz‖L2(Γ)‖z‖H2(Γ).

Thus
‖z −Rhz‖L2(Γ) ≤ ch2‖z‖H2(Γ),

and the theorem is proved. �
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6.2. Error in the material derivative of the Ritz projection. The estimate
of the error for the material derivative of the Ritz projection requires more work,
because the surface Γ depends on time. Taking the time derivative of (6.1) with
(4.22) and using the definition of the Ritz projection (6.1) we have that

(6.3) a(∂•
hz − ∂•

hRhz, ϕh) = −b(vh; z −Rhz, ϕh) ∀ϕh ∈ Sl
h.

From the above equation we see that, in general, ∂•
hRhz �= Rh∂

•
hz. It follows that

we need to prove the following bounds for the time derivative.

Theorem 6.2. The time derivative of the Ritz projection satisfies the bounds

‖∂•
hz − ∂•

hRhz‖L2(Γ) + h‖∇Γ(∂
•
hz − ∂•

hRhz)‖L2(Γ)(6.4)

≤ ch2
(
‖z‖H2(Γ) + ‖∂•z‖H2(Γ)

)
.

Proof. We estimate the term on the right-hand side of (6.3) using (6.1) to obtain

(6.5) a(∂•
hz − ∂•

hRhz, ϕh) ≤ ch‖z‖H2(Γ)‖∇Γϕh‖L2(Γ)

for all ϕh ∈ Sl
h. Thus we obtain

c0‖∇Γ(∂
•
hz − ∂•

hRhz)‖2L2(Γ) ≤ a(∂•
hz − ∂•

hRhz, ∂
•
hz − ∂•

hRhz)

= a(∂•
hz − ∂•

hRhz, ∂
•
hz − ∂•z) + a(∂•

hz − ∂•
hRhz, ∂

•z − Ih∂
•z)

+ a(∂•
hz − ∂•

hRhz, Ih∂
•z − ∂•

hRhz)

≤c‖∇Γ(∂
•
hz−∂•

hRhz)‖L2(Γ)

(
‖∇Γ(∂

•z−∂•
hz)‖L2(Γ)+‖∇Γ(∂

•z − Ih∂
•z)‖L2(Γ)

)
+ ch‖z‖H2(Γ)‖∇Γ(Ih∂

•z − ∂•
hRhz)‖L2(Γ)

(6.6)

using (6.5) on the last term. By Corollary 5.7 we have that

(6.7) ‖∇Γ(∂
•z − ∂•

hz)‖L2(Γ) ≤ ch‖z‖H2(Γ),

from Lemma 5.3 we get

(6.8) ‖∇Γ(∂
•z − Ih∂

•z)‖L2(Γ) ≤ ch‖∂•z‖H2(Γ),

and with similar arguments,

‖∇Γ(Ih∂
•z − ∂•

hRhz)‖L2(Γ)(6.9)

≤ ch‖∂•z‖H2(Γ) + ch‖z‖H2(Γ) + ‖∇Γ(∂
•
hz − ∂•

hRhz)‖L2(Γ).

We use the estimates (6.7), (6.8) and (6.9) in (6.6) and get the estimate

‖∇Γ(∂
•
hz − ∂•

hRhz)‖2L2(Γ)

≤ ch
(
‖z‖H2(Γ) + ‖∂•z‖H2(Γ)

)
‖∇Γ(∂

•
hz − ∂•

hRhz)‖L2(Γ)

+ch‖∇Γ(∂
•
hz − ∂•

hRhz)‖2L2(Γ).

Finally, for h ≤ h0,

‖∇(∂•
hz − ∂•

hRhz)‖2L2(Γ) ≤ ch2(‖z‖2H2(Γ) + ‖∂•z‖2H2(Γ)),

and this implies the gradient estimate in (6.4).
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We still have to prove that the L2(Γ) error for the time derivative of the Ritz
projection decays quadratically in the grid size. For this we again use the Aubin-
Nitsche trick and solve the problem

−∇Γ · (A∇Γw) = ∂•
hz − ∂•

hRhz − c0 on Γ,

∫
Γ

w = 0,

where c0 = 1
|Γ|

∫
Γ
(∂•

hz − ∂•
hRhz). We note that from

∫
Γ
z =

∫
Γ
Rhz = 0 we have

with Lemma 2.1 that

|Γ||c0| =
∣∣ ∫

Γ

(∂•
hz − ∂•

hRhz)
∣∣ = ∣∣ ∫

Γ

(z −Rhz)∇Γ · vh
∣∣ ≤ c‖z −Rhz‖L2(Γ)

≤ ch2‖z‖H2(Γ),

where we used (6.2). Then for arbitrary wh ∈ Sl
h,

‖∂•
hz − ∂•

hRhz‖2L2(Γ) − |Γ|c20 = a(∂•
hz − ∂•

hRhz, w)

= a(∂•
hz − ∂•

hRhz, w − wh) + a(∂•
hz − ∂•

hRhz, wh)

≤ c‖∇Γ(∂
•
hz − ∂•

hRhz)‖L2(Γ)‖∇Γ(w − wh)‖L2(Γ) + a(∂•
hz − ∂•

hRhz, wh).

For the last term on the right-hand side of this inequality we have with (6.3):

a(∂•
hz − ∂•

hRhz, wh) = −b(vh; z −Rhz, wh).

For the bilinear form b(vh; ·, ·) we proceed as follows:

−b(vh; z −Rhz, wh) = b(vh; z −Rhz, w − wh)− b(vh; z −Rhz, w)

≤ c‖∇Γ(z −Rhz)‖L2(Γ)‖∇Γ(w − wh)‖L2(Γ) − b(vh; z −Rhz, w)

≤ ch‖z‖H2(Γ)‖∇Γ(w − wh)‖L2(Γ) − b(vh; z −Rhz, w).

Now with Lemma 5.6,

b(v; z −Rhz, w)− b(vh; z −Rhz, w)

≤
∫
Γ

|B(v)− B(vh)| |∇Γ(z −Rhz)||∇Γw|

≤ ch‖∇Γ(z −Rhz)‖L2(Γ)‖∇Γw‖L2(Γ)

≤ ch2‖z‖H2(Γ)‖∇Γw‖L2(Γ).



L2-ESTIMATES FOR THE EVOLVING SURFACE FINITE ELEMENT METHOD 21

The remaining term is treated as follows:

b(v; z −Rhz, w) =

∫
Γ

B(v)∇Γ(z −Rhz) · ∇Γw

=
n+1∑
i,j=1

∫
Γ

B(v)ij(∇Γ)j(z −Rhz)(∇Γ)iw

=

n+1∑
i,j=1

∫
Γ

(∇Γ)j (B(v)ij(z −Rhz)(∇Γ)iw)

−
∫
Γ

(z −Rhz)
n+1∑
i,j=1

(∇Γ)j (B(v)ij(∇Γ)iw)

=

∫
Γ

n+1∑
i,j=1

HνjB(v)ij(z −Rhz)(∇Γ)iw

−
∫
Γ

(z −Rhz)
n+1∑
i,j=1

(∇Γ)j (B(v)ij(∇Γ)iw) .

This leads to the estimate

b(v; z −Rhz, w) ≥ −c‖z −Rhz‖L2(Γ)‖w‖H2(Γ) ≥ −ch2‖z‖H2(Γ)‖w‖H2(Γ).

Collecting terms and choosing wh = Ihw we obtain

‖∂•
hz − ∂•

hRhz‖2L2(Γ) ≤ ch2
(
‖z‖H2(Γ) + ‖∂•z‖H2(Γ)

)
‖∂•

hz − ∂•
hRhz‖L2(Γ).

This finally proves the estimate (6.4). �

7. Proof of the error bound

7.1. Error decomposition and error equation. It is convenient to introduce
the error decomposition

u− uh = ρ+ θ , ρ := u−Rhu , θ := Rhu− uh ∈ Sl
h.

We begin by rewriting the finite element equation (4.23) as

d

dt
m(uh, ϕh) + a(uh, ϕh)−m(uh, ∂

•
hϕh) =

d

dt
(m(uh, ϕh)−mh(Uh, φh))

+ (a(uh, ϕh)− ah(Uh, φh)) + (mh(Uh, ∂
•
hφh)−m(uh, ∂

•
hϕh)) ,

and using the transport formulae (4.17), (4.21) we have that uh satisfies

(7.1)
d

dt
m(uh, ϕh) + a(uh, ϕh)−m(uh, ∂

•
hϕh) = F1(ϕh) ∀ϕh ∈ Sl

h

where with φl
h = ϕh ∈ Sl

h,

F1(ϕh) = (m(∂•
huh, ϕh)−mh(∂

•
hUh, φh))(7.2)

+ (g(vh;uh, ϕh)− gh(Vh;Uh, φh)) + (a(uh, ϕh)− ah(Uh, φh)) .

On the other hand, using the definition (6.1) of the Ritz projection and the equation
(3.8) for the solution u we obtain

(7.3)
d

dt
m(Rhu, ϕh) + a(Rhu, ϕh)−m(Rhu, ∂

•
hϕh) = F2(ϕh) ∀ϕh ∈ Sl

h
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where

(7.4) F2(ϕh) = m(ρ, ∂•
hϕh)−

d

dt
m(ρ, ϕh) +m(u, ∂•ϕh − ∂•

hϕh).

It follows by subtraction of (7.1) from (7.3) that θ satisfies the finite element error
equation

(7.5)
d

dt
m(θ, ϕh) + a(θ, ϕh)−m(θ, ∂•

hϕh) = F2(ϕh)− F1(ϕh) ∀ϕh ∈ Sl
h.

This error equation is the basis for the error estimate which we prove in the next
section.

7.2. Proof of Theorem 4.4. We begin with estimating the terms F1 and F2

on the right-hand side of (7.5). Applying Lemma 5.5 and Lemma 5.8 yields the
estimate

(7.6) |F1(ϕh)| ≤ ch2‖∂•
huh‖L2(Γ)‖ϕh‖L2(Γ) + ch2‖∇Γuh‖L2(Γ)‖∇Γϕh‖L2(Γ).

For F2 we first observe that from (3.9) we have

F2(ϕh) = −m(∂•
hρ, ϕh)− g(vh; ρ, ϕh) +m(u, ∂•ϕh − ∂•

hϕh),

and consequently from Theorem 6.1, Theorem 6.2 and Corollary 5.7,

|F2(ϕh)|
≤ ‖∂•

hρ‖L2(Γ)‖ϕh‖L2(Γ) + c‖ρ‖L2(Γ)‖ϕh‖L2(Γ) + ‖u‖L2(Γ)‖∂•ϕh − ∂•
hϕh‖L2(Γ)

≤ ch2
(
‖u‖H2(Γ) + ‖∂•u‖H2(Γ)

)
‖ϕh‖L2(Γ) + ch2‖u‖L2(Γ)‖ϕh‖H1(Γ).

(7.7)

We insert ϕh = θ in (7.5), observe that by the transport formula we have

m(θ, ∂•
hθ) =

1

2

d

dt
m(θ, θ)− 1

2
g(vh; θ, θ),

and arrive at

1

2

d

dt
m(θ, θ) + a(θ, θ) + g(vh; θ, θ) = F1(θ)− F2(θ).

We use the estimates (7.6), (7.7) and the ellipticity condition (3.3). Upon integrat-
ing in time we obtain

1

2
‖θ‖2L2(Γ) + c0

∫ t

0

‖∇Γθ‖2L2(Γ)dt ≤
1

2
‖θ0‖2L2(Γ0)

+ ch2

∫ t

0

‖uh‖H1(Γ)‖θ‖H1(Γ)dt

+ch2

∫ t

0

(
‖∂•uh‖L2(Γ) + ‖u‖H2(Γ) + ‖∂•u‖H2(Γ)

)
‖θ‖L2(Γ)dt

+ch2

∫ t

0

‖u‖L2(Γ)‖θ‖H1(Γ)dt+ c

∫ t

0

‖θ‖2L2(Γ)dt.

We use Young’s inequality for ε > 0 to arrive at

1

2
‖θ‖2L2(Γ) + (c0 − ε)

∫ t

0

‖∇Γθ‖2L2(Γ)dt ≤
1

2
‖θ0‖2L2(Γ0)

+ c(ε)

∫ t

0

‖θ‖2L2(Γ)dt

+c(ε)h4

∫ t

0

‖uh‖2H1(Γ) + ‖∂•uh‖2L2(Γ) + ‖u‖2H2(Γ) + ‖∂•u‖2H2(Γ)dt,
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and a Gronwall argument then leads to

(7.8) sup
(0,T )

‖θ‖2L2(Γ) +

∫ T

0

‖∇Γθ‖2L2(Γ)dt ≤ c‖θ0‖2L2(Γ0)
+ Ch4,

where the quantity

C =

∫ T

0

‖uh‖2H1(Γ) + ‖∂•uh‖2L2(Γ) + ‖u‖2H2(Γ) + ‖∂•u‖2H2(Γ)dt

still has to be estimated independently of the grid size h, but this follows from the
a priori estimates for the discrete solution in Lemma 4.3. Thus, finally, we have the
estimate (7.8) with a constant C which only depends on norms of the continuous
solution u. Theorem 4.4 now follows from

‖u− uh‖L2(Γ) ≤ ‖ρ‖L2(Γ) + ‖θ‖L2(Γ)

together with the estimates for the Ritz projection in Theorem 6.1.
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