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Introduction

The subject of the present work is the derivation and the analysis of a phase field model to de-
scribe solidification phenomena on a microscopic length scale occurring in alloys of iron, aluminium,
copper, zinc, nickel, and other materials which are of importance in industrial applications. Me-
chanical properties of castings and the quality of workpieces can be traced back to the structure on
an intermediate length scale of some pm between the atomic scale of the crystal lattice (typically
of some nm) and the typical size of the workpiece. This so-called microstructure consists of grains
which may only differ in the orientation of the crystal lattice, but it is also possible that there are
differences in the crystalline structure or the composition of the alloy components. In the first case
the system is named homogeneous, in the latter case heterogeneous. The homogeneous parts in
heterogeneous systems are named phases. These phases itself are in thermodynamic equilibrium
but the boundaries separating the grains of the present phases are not in equilibrium and comprise
excess free energy. Following [Haa94], Chapter 3, the microstructure is defined to be the totality of
all crystal defects which are not in thermodynamic equilibrium.

The fact that the thermodynamic equilibrium is not attained results from the process of solid-
ification. When a melt is cooled down solid germs appear and grow into the liquid phase. The
type of the solid phase and the evolution of the solid-liquid phase boundaries depends on the local
concentrations of the components and on the local temperature. But also the surface energy of
the solid-liquid interface plays an important role. Not only the typical size of the microstructure is
determined by the surface energy. Its anisotropy, together with certain (possibly also anisotropic)
mobility coefficients, and the fact that the solid-liquid interface is unstable leads to the formation of
dendrites as in Fig. 1. The properties as the number of tips, the tip velocity, and the tip curvature
are of special interest in materials science.

During the growth, the primary solid phases can meet forming grain boundaries which involve
surface energies of their own. In eutectic alloys, lamellar eutectic growth as in Fig. 2 on the left
can be observed, i.e., layers of solid phases enriched with two different components grow into a
melt of an intermediate composition. The strength and robustness of workpieces thanks to that
fine microstructure make such alloys of particular interest in industry. The typical width of the
grains and its dependence on composition and cooling rate is of interest as well as the appearance
of patterns like, for example, eutectic colonies (cf. Fig. 2 on the right). At an even later stage
of solidification, when essentially the whole melt is solidified, coarsening and ripening processes
involving a motion of the grain boundaries on a larger timescale are observed.

In the following, the distinction between phase and grain will be dropped, and the notation
”phase” will be used for an atomic arrangement in thermodynamic equilibrium as well as a domain
occupied by a certain phase, i.e., a grain of the phase. As a consequence, the notation ”phase
boundary” will be used for interfaces separating grains of the same phase, too.

When modelling solidification processes, classically, the occurring phase boundaries are moving
hypersurfaces meeting in triple lines or moving curves meeting in triple points if the problem is
essentially two dimensional as in thin films. The Gibbs-Thomson condition couples the form and
the motion of the interface to its surface energy and to the local thermodynamic potentials. In
the Stefan problem (cf. [Dav01], Section 2.2) for a pure material, for example, the Gibbs-Thomson
condition states that the deviation of the temperature from its equilibrium value v = ¢(T — Ty,)
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Figure 1: On the left: growth of a primary dendrite with intermediate eutectic microstruc-
ture into some hypo-eutectic CoClg-C'Bry-alloy (Akamatsu and Faivre, picture from http://
www.gps.jussieu.fr/ gps/ surfaces/ lamel.htm); on the right: ice crystal (Libbrecht, picture from
http:// www.its.caltech.edu/ atomic/ snowcrystals/ photos/ photos.htm)

on the solid-liquid interface (T being the interfacial temperature, T,,, the melting temperature, and
¢ some material dependent constant) is proportional to the surface tension o multiplied with the
curvature  of the interface,

U = 0OK.

In addition, balance equations for the energy and the components must be considered. In the
context of irreversible thermodynamics (cf. [Miil01], see also Section 1.1.1 for a brief introduction)
this leads to diffusion equations for the heat and the components in the pure phases, coupled to
jump conditions on the phase boundaries taking, for example, the release of latent heat during
solidification and the segregation of components into account (cf. [Dav01l], Section 3.1). In the
already mentioned Stefan problem the diffusion equation for the heat reads

Oiu = DAu
with some diffusion coefficient D, and the jump condition on the solid-liquid interface
lv, = [-DVu]-v

where the constant [ is proportional to the latent heat, v is a unit normal on the interface, v, is
the velocity of the interface in direction v, and [-] denotes the jump of the quantity in the brackets
when crossing the interface in direction v.

The idea of introducing order parameters enables to state a weak formulation of the free bound-
ary problem and, possibly, to solve it (for example, [Luc91] for the Stefan problem). To each
possible phase an order parameter ¢, in the following also called phase field variable, is introduced
to describe the presence of the corresponding phase, i.e., in a pure phase the phase field variable
of the corresponding phase is one while the other phase field variables vanish, and on the phase
boundaries they are not defined but jump across the interface. As long as the phase field variables
are of bounded variation, the surface energy is given as an integral of terms of their spatial gradients
over the considered domain. In the case of a system with two phases occupying a domain €2 a scalar
phase field variable ¢ € BV () is sufficient, and the surface energy is then

Esharp:/o|V¢)|dz
Q

where |V¢|dz has to be understood in the sense of a measure with support on the phase bound-
ary. Adding further thermodynamic potentials to the energy (depending on the temperature, for
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Figure 2: On the left: eutectic structures of some Ru-Al-Mo-alloy (Rosset, Cefalu, Varner,

Johnson, picture from https:// engineering.purdue.edu/ MSE/ FACULTY/ RESEARCH_FOCUS/

Def_Fract_Ruth.whtml); on the right: eutectic grains, so-called colonies (Akamatsu and Faivre,
picture from http:// www.gps.jussieu.fr/ gps/ surfaces/ lamel.htm)

example), the evolution of the phase boundaries can be defined as an appropriate gradient flow of
the free energy in the isothermal case or, with the opposite sign, of the entropy in the general case.

In the phase field approach, a length scale € smaller than the typical size of the microstructure
to be described is introduced. Instead of jumping across the phase boundaries, the phase field
variables change smoothly in a transition layer whose thickness is determined by the new small
length scale . This leads to the notion of a diffuse interface. The smooth profiles of the phase
fields in the interfacial layer are obtained by replacing the sharp interface energy/entropy by a
Ginzburg-Landau type energy/entropy involving a gradient term and a multi-well potential w. In
the case of two phases it may be of the form

Eaiffuse = /Q (50|V¢>|2 + gw(qb)) dz.

In the corresponding gradient flow, leading to systems of Allen-Cahn equations (cf., for example,
[TC94]), the gradient term models diffusion trying to smooth out the phase field variables while
the multi-well potential term is a counter-player and tries to separate the values. Of particular
interest is the limit when the small length scale ¢ related to the thickness of the interfacial layer
tends to zero. In quite general settings, the I'-limit of the Ginzburg-Landau energy is known (cf.
[Mod87, BBRO5]), and for the time dependent case there are results establishing a relation between
the Allen-Cahn equations and motion by curvature. Much less is known in the case that additional
evolution equations are coupled to the Allen-Cahn equations as, for example, balance equations in
models for solidification. Nevertheless, using the method of matched asymptotic expansions, often
a sharp interface model related to the phase field model can be found.

The use of such smoothly varying phase field variables dates back to ideas of van der Waals
[vdW83] and Landau and Ginzburg [LG50]. Langer [Lan86] and Caginalp [Cag89] introduced the
idea in the context of solidification on which [OKSO01] gives a summary. An overview on other
applications of the phase field approach can be found in [Che02]. The phase field is not always con-
sidered as a mathematical device allowing for a reformulation of a free boundary problem. In other
models, the phase field variables stand for physical quantities as, for example, the concentrations
in the model of Cahn and Hilliard [CH58] or the mass density. There, the phase transitions are
regarded as being diffuse from the beginning, i.e., they have a thickness of some atomic layers, and
the sharp interface model is considered as an approximation on a larger length scale.

Independent of the interpretation of the phase field variables and the question whether the diffuse
interface model is the natural one or an approximation of a free boundary problem, one advantage
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of the phase field approach is that the numerical implementation of phase field models is much
simpler than of sharp interface models. The fact that phases can disappear and phase boundaries
can coalesce must be taken into account. The numerical handling of such singularities is difficult
for the sharp interface model but not impossible (cf. [Sch98]). This problem is overcome in the
phase field approach since there are only parabolic differential equations to solve. Furthermore, the
extension of the interface by one dimension does not really cause high additional effort as long as
adaptive methods are applied since the transition layers where the phase field variables strongly
vary are very thin.

In the following, a short overview on the content of the present work is given. Intentionally, it is
kept brief since each chapter starts with a careful and detailed introduction on its goals, difficulties,
and results.

In Chapter 1, the sharp interface modelling of solidification in alloy systems is revised. Based on
irreversible thermodynamics, the governing set of equations is derived providing a general framework
(cf. Section 1.2). The main task is the derivation of the Gibbs-Thomson condition from a localised
gradient flow of the entropy. To obtain a model for a specific material, the framework has to be
calibrated by postulating suitable free energy densities for the possible phases and inserting material
properties and parameters such as the surface energies and diffusivities.

In Chapter 2, a general framework for phase field modelling of solidification is presented. An
entropy functional of Ginzburg-Landau type in the phase field variables plays the central role.
Balance equations for the conserved quantities are coupled to a gradient flow like evolution equation
for the phase fields in such a way that an entropy inequality can be derived. The general character
becomes clear by demonstrating that the governing equations of earlier models are obtained by
appropriate calibration. For the following analysis it turns out that the so-called reduced grand
canonical potential density is a good thermodynamic quantity to formulate the general model. It
is defined to be the Legendre transform of the negative entropy density.

The relation between the phase field model of the second chapter and the sharp interface model
of the first chapter in the sense of a sharp interface limit is shown in Chapter 3. First, the procedure
of matching asymptotic expansions is outlined. Afterwards, the main result on the relation is stated
and proven. The quality of the approximation is of interest, too, and it is demonstrated that in
certain cases a higher order approximation is possible taking additional correction terms in the
phase field model into account. Numerical simulations support the theoretical results.

Chapter 4 is dedicated to the rigorous analysis of the partial differential equations of the phase
field model. The parabolic system has the structure

Ob(u, ) = V-LVu,
g = V-d(Ve)—w'(e)+g(u,9)

for a function u related to thermodynamic quantities and a set of phase field variables ¢. The
first equation describes conservation of conserved quantities while the second one is the gradient
flow of the entropy. The function b is the derivative of the reduced grand canonical potential i
which is a convex function with respect to w, i.e., b is monotone in u, and also the coupling term
g is related to . Existence of weak solutions to the parabolic system of equations is shown. The
focus lies on tackling difficulties caused by the growth properties of the reduced grand canonical
potential ¢ in u, namely, potentials ¢ involving terms like — In(—u) or of at most linear growth in
u are of interest. The idea is to use a perturbation technique. The perturbed problem is solved
making a Galerkin ansatz. The main task is then to derive suitable estimates and, based on the
estimates, to develop and apply appropriate compactness arguments in order to go to the limit as
the perturbation vanishes.
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Chapter 1

Alloy Solidification

In applications, the production of certain microstructural morphologies in alloys is often achieved
by imposing appropriate conditions just before and during the solidification process. In order to
get a deeper understanding of the process, the scientific challenge is to describe the microstructure
formation with a mathematical model, where the imposed conditions enter as initial and boundary
values or as additional forces and parameters in the equations governing the evolution. Starting
from thermodynamic principles for irreversible processes, a framework for continuum modelling of
alloy solidification is derived in Section 1.1.

Balancing the conserved quantities energy and mass respectively concentrations of the compo-
nents yields diffusion equations in the bulk phases as well as continuity and jump conditions on the
moving phase boundaries. A coupling of the phase boundary motion to the thermodynamic quan-
tities of the adjacent phases, the Gibbs-Thomson condition, is derived by localising an appropriate
gradient flow of the entropy. For this purpose, variations of the entropy by deforming the interface
in a small ball around a point on the phase boundary are considered. Since only variations are
admissible such that the energy and mass remain conserved, the motion law is obtained by letting
the radius of the small ball converge to zero after suitable rescaling.

It turns out that the balance equations and the Gibbs-Thomson condition, together with certain
angle conditions in junctions where several phases meet and which are due to local force balance,
enable to show that local entropy production is non-negative and to derive an entropy inequality.
This is presented in Section 1.3 after stating the total set of governing equations in Section 1.2.

Finally, in Section 1.4, it is discussed how material parameters can enter the framework such that
a certain alloy is described. This step is called calibration. Bulk material properties and physical
parameters as latent heats and melting temperatures of the components can be taken into account
by postulating appropriate free energies of the possible phases. Their relation to the phase diagram
describing the solidification behaviour of the considered alloy is briefly clarified. Experimentally
measurable diffusion coefficients can enter the equations via suitable definition of the fluxes for the
conserved quantities.

In this chapter, partial derivatives sometimes are denoted by subscripts after a comma. For
example, s . is the partial derivative of the function s = s(e, é) with respect to the variable e.

1.1 Irreversible thermodynamics

1.1.1 Thermodynamics for a single phase

An alloy of N € N components occupying an open domain Q € R? during some time interval
I =1(0,7) is considered. In applications d = 3, but in the following chapters sometimes problems
are examined which effectively are one or two dimensional, hence d € {1,2,3}. There are no
phase boundaries present, only the distributions of temperature and composition of the alloy are

11



CHAPTER 1. ALLOY SOLIDIFICATION

of interest. The following assumptions are made:
S1 The system is closed, there is no mass flux across the external boundary 0.
S2 The pressure is constant.

S3 The only transport mechanism is diffusion. There are no forces present leading to flows or
deformations.

S4 The mass density is constant.

The domain ) remains undeformed during evolution. In applications, the changes in pressure
or volume are often small and can be neglected (cf. [Haa94], Section 5.1) which motivates the
second assumption. Models with constant mass density like the Stefan problem of the Introduction
have been very successfully applied to describe microstructural evolution. But other effects as, for
example, convection in liquid phases, can strongly influence the growing structures (cf. [DavO01]).
The applicability of the model presented in the following is therefore restricted to cases where such
effects can be neglected. Before deriving the governing set of equations some objects are defined
for later use.

1.1 Definition For K € N define the sets

HEK = {UGRK:ivil}, (1.1a)

=1

0K {u cHEE 0, >0 v@'}. (1.1b)

The tangent space on HEX can be naturally identified in every point v € HX® with the subspace
K
T HDK =~ Tk .— {weRK ) :o}. (1.1¢)
i=1
The map PX : RE — TEX is the orthogonal projection given by

X« 1 &L \K .
(L _ k@1 )
P w (wk K;wz)k_l ( K~ 7 K®1lg Jw

where 1xc = (1,...,1) € RE and Idg is the identity on R¥.

Observe that Id g —% 1x ® 1k is symmetric and PXw = w for all w € TEX,

By the first law of thermodynamics, energy and mass are conserved quantities. By e or ¢g the
internal energy density (with respect to volume) is denoted. Let N be the number of components.
Then ¢; is the concentration of component ¢ € {1,...,N}. Writing ¢ = (¢1,...cn), the (mass)
concentrations are demanded to fulfil the constraint

cexh. (1.2)

Following [Miil01], Section 11.2, the evolution is governed by balance equations for the conserved
quantities. By the above Assumptions S2—-S4 they simplify to

de=-V-Jo, Oe;i=-V-J, 1<i<N, (1.3)

with fluxes Jy for the energy and J; for concentration ¢;. For (1.2) being fulfilled the constraint
N
> Ji=0 (1.4)
i=1

12



1.1. TRREVERSIBLE THERMODYNAMICS

is imposed. In thermodynamics of irreversible processes the relations between the fields are based
on the principle of local thermodynamic equilibrium. In the present situation the entropy density
s is a function of the conserved quantities. Its derivatives are the inverse temperature and the
chemical potential difference reduced by the temperature (see Appendix B), i.e.,
1, -
s=s(e,¢) and ds= —de+ — -dc.
(e, ¢) rdet =
By u; the chemical potential divided by the (by Assumption S4 constant) mass density correspond-
ing to component i is denoted. In the above equation the identity & = PN u was used where
= (p1,...,un). The scalar field T is the temperature. The fluxes are postulated to be linear

combinations of the thermodynamic forces V% and V _;j ,1 <7< N,ie,

N —
1 —H; .
Ji = Lo VT-F E L;; VT, 0<i:<N (15)

j=1

with coefficients L;; which may depend on the thermodynamic potentials % and :TE or on the
conserved quantities e and ¢. This phenomenological theory was already introduced in [Ons31]. It
is assumed that

L= (Lij)f\fj:o is positive semi-definite. (1.6a)

In Section 1.3 it is shown in a more general context that then local entropy production indeed is
non-negative. To fulfil (1.4) it is required that

N
> Lij=0, Vje{l,...,N}. (1.6b)
=1

Onsager’s law of reciprocity states the symmetry of L and can be proven and experimentally
observed if the fluxes and forces are independent (cf. [KY87], Section 3.8). The above fluxes are
not independent by the constraint (1.4). But even in the present case Onsager’s law can be shown
to hold by a certain choice of the coefficients (see [KY87], Section 4.2, and the reference therein;
there the calculation is performed for the isothermal case, but another additional independent force
can be taken into account without any problem). A simple calculation shows that then due to the
symmetry of the matrix (L;;); ;

Another short calculation, more precisely considering J; — Jy, shows that the definition of the fluxes
as above is equivalent to the definition in [Mil01], Section 11.2.

The equations (1.3) are coupled to initial conditions at ¢ = 0 and boundary conditions on the
external boundary 9. As the system is closed it holds that J; - ve,: = 0 for alli € {1,..., N}, veat
is the external unit normal. If not otherwise stated the same is assumed for the energy flux, i.e.,
the system is adiabatic.

The equations (1.3) can also be interpreted as gradient flow of the entropy with respect to a
weighted H ~!-product. Let

M:LMQRxTSY) = Rx TSN, M(f) = (0, Yéfl(z)dx,...,yéf]v(z)dx)

and consider the following problem: Given some function f € L?(2,Rx TX) find h € H»?(Q, R x
TYN) with M (h) = 0 such that

N
/Vv:LVh ::/ > szwLithj:/lwf (1.7)
Q Q. Q

3,7=0
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CHAPTER 1. ALLOY SOLIDIFICATION

for all test functions v € HV2(Q,R x TXY) with M(v) = 0. Using the Lax-Milgram theorem
(cf. [Alt99], Theorem 4.2) it can be shown that this problem has a unique solution provided the
following conditions are satisfied:

L1 The functions L;; are essentially bounded, i.e., L;; € L>(€), 0 <4,j < N,

L2 the core of the matrix L = (Lij)gj:o is the space (R x TXN)L ie., the space spanned by
(0,1,...,1) € RN+L,

If L depends on e, ¢, T, or & then, given a situation in form of measurable fields (e, ¢, T, ), it
is assumed that the L;;(e, ¢, T, f) fulfils these properties. Observe that by the second assumption
the matrix L is positive definite when restricted on R x TXY so that the left hand side of (1.7) is
coercive. Let G be the operator that assigns to each f € L%(Q,R x TEY) the solution h of (1.7).
By

(f1, f2)r = (G(f1), f2) 12 (1.8)

a scalar product on L?(Q, R x TXY) is well-defined. Indeed, the symmetry follows from the sym-
metry of L and

<nﬁn=49m»h=4vwﬁwmwm>

= A VG(f2) : LVG(f1) = Qg(fz) - fi=(f2, f1)r,

and the positivity from assumption L2.

If the system is isolated mass and energy in the whole system are constant, i.e., M((e, ¢)T(t)) =
M((e, &)T(t = 0)) and M (0;(e, )T (t)) = 0 for all t € I. Therefore, when computing the variation
of the entropy, only directions v € L?(Q,R x TEY) with M (v) = 0 are allowed. The gradient flow
reads

(0r(e, &)T,v)p = <%(e, &),U> = /Q (%, %ﬁ)T Cy = —/Qu.v.

For the second identity the relations s . = 4 and s ; = %ﬁ were used. For some w € L?(2, RxTX)

the function w — M (w) is an allowed test function. By (1.8)

Axa@@aﬁwawm¢FM~w: G(dn(e,&)") - (1w~ M(w))

Q

= e, )T w— w = - u-(w— w)) = — u— u)) - w
= @ule )" 0= M)y = = [ w0 = Mw) =~ [ (w=Mw)

so that G(9;(e, ¢)T) = —u+ M(u—G (0 (e, ¢)T)). Since VM (G(9:(e, ¢)T)) = 0 equation (1.7) yields
for v € L?(Q,R x TEY) with M (v) = 0 the identity

/ v- (e, )t = / Vv : LVG(di(e, ¢)T) = / Vo : LV(—u).
Q Q Q
The corresponding strong formulation is (1.3) with the fluxes defined in (1.5).

If the system not isolated but closed and, for example, Dirichlet boundary conditions are imposed
for the temperature then of course a different solution space must be considered for problem (1.7),
whence the above facts and conclusions read different.
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1.1. TRREVERSIBLE THERMODYNAMICS

1.1.2 Multi-phase systems

Let M € N be the number of possible phases. The domain €2 is now decomposed into subdomains
Qq(t),...,Qum(t), t € I, which are called phases (and, more precisely, correspond to grains in
applications; see the discussion in the Introduction). The phases are not necessarily connected
but it is assumed that each one consists of an finite number of connected subdomains. The phase
boundaries

Faﬁ(t) :Qa(t)ﬁQﬁ(t)v 1§O&,6§M,Oé7£6,

are supposed to be piecewise smoothly evolving points, curves or hypersurfaces, depending on the
dimension (cf. Definition C.1 in Appendix C). The unit normal on I',3 pointing into phase § is
denoted by v,g. The external boundary of phase 2, is denoted by

Fa,emt = Qa(t) M GQ

If d > 2 the intersections of the curves or hypersurfaces are defined by (for pairwise different
a7675 6 {1,"',M})

Tagg(t) = Qa(t) N Qﬁ(t) n Qg(t).

Besides the phase boundaries can hit the external boundary. The sets of these points are denoted
by

Taﬁ,emt(t) = Qoz(t) N Qﬁ(t) N o

If d = 2 then T,,35 is a set of triple junctions, i.e., piecewise smoothly evolving points. If d = 3 triple
lines can appear which are piecewise smoothly evolving curves. The triple lines can intersect and
form quadruple junctions. Then the following sets are well-defined for pairwise different «, 3,9, €
{1,...,.M}:

Qag(sg(t) =y (t) N Qﬁ(ﬁ) N Q(;(t) N Qg(ﬁ).
Besides the triple lines can hit the external boundary. The sets of these points are denoted by

Qaps.ext(t) = Qa(t) N Qs (t) N Qs (¢) N O

1.2 Remark During evolution, it may happen that one of the connected subdomains of a phase or
even a whole phase vanishes, namely if the adjoining phase boundaries coalesce. It is also possible
that a piece of a phase boundary vanishes so that one of the sets Ti,gs includes a quadruple point
or line. The latter configuration is not in mechanical equilibrium and will instantaneously split up
forming new phase boundaries.

It is supposed that such singularities only occur at finitely many times ¢ € I during the evolution.
This is why only piecewise smooth evolution is assumed. The following evolution equations are
stated for times at which no singularity occurs.

In each phase Qn, a € {1,..., M}, the smooth fields as in the previous Subsection 1.1.1 are
present. They are denoted by ¢%, e*, u¢, T and s* (here, a is always an index, no exponent).
Additionally, surface fields on the phase boundaries I, g are taken into account. The surface tension
0a3(Vap) and a capillarity coefficient v,3(vag) can depend on the orientation of the interface given
by vas. Both 045 and 7,4 are one-homogeneously extended to R4\ {0}, i.e.,

0ag(lV) =loag(V), Yap(lv) = lvap(v) vl > 0.

Then the gradient Vy,s(v) is well-defined whenever v # 0. Furthermore there is a mobility coeffi-
cient mqpg(vag) that can also depend on the orientation of the interface. It is zero-homogeneously
extended to R%\ {0}, i.e.,

Mag(lV) = map(v) vl > 0.
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Besides it is assumed that for all o # 3

0ap(Vap) = 0ap(—Vap) = 08a(Vpa)

and analogously for v, and mqg so that the anisotropic surface fields are even and do not depend
on the order of the indices. This assumption is not really necessary but shortens the following
presentation and analysis.

The surface tensions 0,5 and the mobilities m,p are physical quantities that may be measured
in experiments. Given some reference temperature T;..y, the capillarity coefficients are related to
the surface tensions by setting

0as(Vap)

1.9
T’ref ( )

Yop(Vap) ==

Based on ideas of [WSWT93] (see the Remark 1.3 below) the entropy is defined by

M
:Z/ 5%(e*, e)dL? — Z / Yo Wap) dHI (1.10)
o1/ Qa(t)

a<f,a,f=1

1.3 Remark Surface tensions usually decrease if temperature is increased. Similarly there can be
a dependence on the concentrations of the adjacent phases €2, and €23 or on the chemical potential.
In [Gur93] the case of a pure material in two dimensions is considered. Temperature dependent
surface fields for free energy, entropy and internal energy are defined and analysed yielding analogous
relations as valid for the bulk fields. In particular, there is a contribution to the internal energy
by the present surfaces which must be taken into account in the energy balance and which leads
to additional terms in the jump condition for the energy (1.13c). These terms are often supposed
to be small and are neglected (cf. [Dav01], Section 2.2.1). But in the following Gibbs-Thomson
condition (1.14) the y-term is necessary to generate capillarity effects leading to structures as in
Fig. 1 and 2.

If the surface tension is linear in the temperature, i.e., o = 7L then following [Gur93] there
is indeed no surface contribution to the internal energy, and the surface entropy, given by —0ro,
is independent of the temperature as defined in (1.10). This yields the desired capillarity term in
(1.14) without changing (1.13c). The following chapters deal with phase field models, and in that
context such a definition of the entropy is motivated in [WSW+93]. The analysis of a more general
dependence of o on T and also on 7 is left for future research.

The evolution must be defined in such a way that energy and mass are conserved and that local
entropy production is non-negative. In every phase « balance equations hold for the conserved
quantities, i.e.

O™ = =V J§, Ot ==V -J, 1<i<N, (1.11)

and the coefficients of the fluxes which are defined as in the previous Subsection 1.1.1 can depend
on the phase:

J&¢ = L§,V ZL Ta, (1.12a)
J* = LYV ZL Ta, 1<i<N. (1.12b)

These equations are coupled to conditions on the moving phase boundaries I',3. To ensure con-

servation of e and the ¢; ;], 1 < j < N, (or, equivalently, temperature
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1.1. TRREVERSIBLE THERMODYNAMICS

and generalised chemical potential difference) are continuous and jump conditions (or Rankine-
Hugoniot-conditions) have to be satisfied (cf., for example, [Smo94]):

e = 17 (1.13a)
mo= m Vi (1.13)
[e]g Vag = [Jo]g *Vags (1 13C)
[ei)s vag = [Jilh vap Vi (1.13d)

Here, h® stands for the limit of the field h from the adjacent phase a and []g denotes the jump of
the quantity in brackets across I'ng, €.g., [e]? = ¢ — e®. The quantity v,s is the normal velocity
towards v,g.

The evolution of the phase boundaries is coupled to the thermodynamic fields by the Gibbs-
Thomson condition. To ensure that entropy is maximised during evolution a gradient flow of the
entropy is considered to describe the phase boundary motion. Computing the variation of the
entropy (1.10) under the constraint that energy and mass are conserved (see the next subsection)
yields the following condition on I'yg:

B

Map(Vas)Vas = —Vr - VVas(Vas) + %[f(T, &) ~R(T.2)- 2] . (1.14)

The field f* is the (Helmholtz) free energy density of phase a. By Vr - the surface divergence is
denoted. In the case of an isotropic surface entropy, i.e., Yas(v) = ¥,5/v| with some constant 7,4
independent of the direction, there is the identity —Vr - Vy.5(v) =7, sKap Where Ko is the mean
curvature (see Section 1.3). In thermodynamic equilibrium the right hand side of (1.14) vanishes.

To obtain a well-posed problem for the evolution of the I'y5(t) initial boundaries I'? 5 are given.
Besides if d = 2,3 certain angle conditions in points where a phase boundary of I'ys hits 92 or
another phase boundary are satisfied. As mass density is constant and there is not transport (except
diffusion) mechanical equilibrium is ensured. The angle conditions are due to local force balance or,
equivalently, local minimisation of the surface energy (cf. [GN00], Section 2). The surface tensions
are demanded to fulfil the constraint

OaB + 035 > 045 for pairwise different o, 3,9

uniformly in their arguments. Otherwise undesired wetting effects could appear (cf. [Haa94],
Section 3.4, for a discussion and references).
On a phase boundary belonging to I',g there is the vector field

§ap(Vap) = Vous(Vap) = 0ap(Vap)Vap + Vr0oas(Vas) (1.15)

where Vr is the surface gradient. The identity V = Vr + v, - V was used as well as the fact that
0ap is one-homogeneously extended implying

Voas(Vas) Vg = 0ap(Vap)- (1.16)

The idea of using those &-vectors originally stems from [CH74] where also the relation to the
capillary forces acting on the phase boundary is established. For a short outline, [WM97] is a
suitable reference.

In the three-dimensional case T, 35 consists of triple lines that can be oriented so that, to each
point = on the triple line, a unit tangent vector 74s5(x) can be assigned. If the whole space is
cut with the plane orthogonal to 7,ss(z) through x then the picture in Fig. 1.1 is obtained.
Observe that this plane is spanned by the vectors vog(z) and 7,3(z). The force with that I'ng
acts on z is given by £,5(Vas(z)) X Taps(z), X : R? x R3 — R3 being the vector product. Since
(Tap (), Vap(x), Taps(x)) is an oriented orthonormal system of R3 it follows that (evaluation at z
which is omitted here)

§ap(Vap) = (Voups(Vap) - Tap)Tap + (Vous(Vap) - Vap)Vap + (VOas(Vas) - Taps)Tass,
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whence for the force there results the identity

§ap(Vap) X Taps = (Voap(Vap) Tap)(Tap X Taps) + (VOap(Vap) - Vap)(Vas X Taps)
= (Voap(vap) - Tap)(—Vap) + 0ap(Vap)Tas. (1.17a)

Mechanical equilibrium means that the sum of the capillary forces acting on z is zero, i.e., setting

A= {(a, 8),(8,0), (0,a) }:
0= &) x Taps(a). (1.17Db)

(i,4)eA

The set T'n5(t) N O consists of lines to that a unit tangent vector 73.e5¢(x) can be assigned to
every point = € I'yg(t) N 0N similarly as 7435(z) as before. The force acting on x is given by

€aﬁ(Vaﬁ($)) X Taﬁ,emt(w)- (1.17C)

Force balance in x implies that this force is not tangential to 0€2. Since it is already orthogonal to
TaB,ext(x) by definition this is true if and only if

£ap(Vap(2)) - Vert(z) =0 (1.17d)

because then £,3(vag(x)) is tangential to 9 implying that the force £ng(Vag()) X Tag,est(T) is
normal to 0S.

The two-dimensional case can be handled by extending identically the situation into the third
dimension such that one gets 7435 = (0,0,1). The conditions (1.17b) and (1.17d) hold true also in
this case. Observe that then Voog(Vag) - Tap = Vroag(Vas)-

All the identities that are derived for the o, hold also true for the v,g by the relation (1.9).
A full list of the equations governing the evolution is given in Section (1.2).

1.4 Remark The principle of local thermodynamic equilibrium implies that the entropy locally is
maximised, hence its variation should vanish. This yields a Gibbs-Thomson condition (1.14) with
mqp = 0. But it turned out that a mobility coefficient is necessary to describe certain phenomena
(cf. the introduction of the kinetic coefficient in [Dav01] in Section 2.1.4; in Section 5 also its
anisotropy is motivated). But there may be situations where the kinetic term can be neglected, cf.,
for example, [JH66], Section III.

1.1.3 Derivation of the Gibbs-Thomson condition

In this section a physical motivation of the Gibbs-Thomson condition (1.14) based on thermody-
namic principles is given. The idea is to define the motion of the phase boundaries as a gradient
flow of the entropy. If only surface entropy contributions are present a procedure as outlined in
[TC94] can be applied. On the set of admissible surfaces (see Definition 1.5 below) the tangent
space of a surface is defined by the smooth real valued functions f on the surface supplied with a
(possibly weighted) L2-product. A variation of the surface entropy in the direction f is then the
change rate of the entropy when deforming the surface towards its normal with a strength given by
f-

In the general situation also bulk entropy is present, and variations must be such that total
energy E =) an e and total mass C' = Yoa an ¢ are conserved. In general, a deformation of
a phase boundary also changes the volumes of the adjacent phases. Thanks to this fact the bulk
fields can enter the Gibbs-Thomson condition. But changes in the conserved quantities must be
counterbalanced. Since (1.14) is a local motion law, only local deformations of an e-ball around
a point g on a phase boundary are considered. Conservation of energy and mass is ensured by
taking a non-local Lagrange multiplier into account. But in the limit as ¢ — 0 all terms become
local after appropriate scaling so that the desired equation is obtained.
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-

o

Figure 1.1: On the left: triple junction z with orientations of the forming curves; such a picture
is also obtained in the 3D-case by cutting the space with the plane spanned by veg(z), Tas(x).
On the right: local situation around a point zy on a phase boundary for the derivation of the
Gibbs-Thomson condition; a local deformation is indicated by the dashed line.

For simpler presentation, not the general situation as in the previous Subsection 1.1.2 is consid-
ered but the following one. Let I' be a smooth compactly embedded d — 1-dimensional hypersurface
separating two phases Q7 and Q™ and let v be the unit normal pointing into Q7. Such a surface
respectively configuration is called admissible.

1.5 Definition Let G be the set of the admissible surfaces. The tangent space is defined by
TrG := C*(T,R).
A Riemannian structure on TrG is defined by the weighted L? product

(v, &) = /m(u)vgdﬂd—l Vo, € € TrG
I

where m(v) is a non-negative mobility function.

According to (1.10) the entropy is given by

= s(e?, &%) — V). .
S/Mz (e, 20) /Fw) (1.18)

The bulk fields for energy density and concentrations, here denoted by e® and &° respectively,
are allowed to suffer jump discontinuities across I', but the potentials s . = % and s ; = :TE are
supposed to be Lipschitz continuous. Within the phases 27 and Q™ all fields are smooth.

Variations of the entropy are based on local deformations of the domain. Let xy € I" and consider
the family of open balls {U}.>o around zg with radius ¢ as in Fig. 1.1. Given arbitrary functions
& € C3(U?) it is shown in [Giu77], Section 10.5, that there are a vector fields

EecClUs,RY  with& =¢vonT =T NU" (1.19)
The solution 6° : U¢ — U* to
98(05 y) =Y, 9?5(55 y) = ?(98(_67y)) for ¢ € [_68’ 68]’

0% being the partial derivative of 6° with respect to 4, yields a local deformation of U. The
restriction of § is such that I'® := U NI remains a smooth surface imbedded into U¢, i.e., the sets

Fg = {98(57 $) S Fa}a S [758568]5
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define an evolving d — 1-dimensional surface in U€ in the sense of Definition C.1.
The following identity is proven in [Gar02]:

% det 0%, (6,2) = V - £ (6°(5, 2)) det 65, (5, ). (1.20)

The functional mapping L'-functions on U¢ onto their mean value is denoted by M¢, i.e.,

1

M LY U®) - R™, M =
@) 1=

A @de = flz)de
UE
where |U¢| = £4(U*?) with the d-dimensional Lebesgue measure £¢.

1.6 Definition The energy density under the local deformation 6° of U¢ is defined by

e(6,y) := e(6°(=d,y)) — M*° (60(96(—6, ) — 60(-)), y e U°. (1.21a)

Analogously, the concentration vector under the deformation is defined by

e(6,y) = &%0°(—6,y)) — M (e°(6°(=6,-)) — ¢°()), yeU"-. (1.21b)

The local entropy under the deformation consists of the bulk part

S5(0)i= [ stel6.0). 000, dy (1.222)
and the surface part
S5(6) := f/ y(v(8)) dHL. (1.22b)
5
Lagrange multipliers as M*(e?(6°(—0,-)) — €%(-)) in (1.21a) ensure that energy and mass are con-
served under the deformation. For example, concerning the energy: fUE e(6,y)dy = fUE x)dz for
all 6.

1.7 Lemma The derivative of the bulk entropy (1.22a) with respect to § in § =0 is
N € e THy ce
Ssp0 = [ (e - ae () - me () )
Proof: By the definitions (1.21a) and (1.21b), the bulk entropy (1.22a) is
[ s(07(0.09) = ME(O7(-0.9) = ), 2207 (=6,) — ME(L(0°(6.) - ) ) dy
_ / (@) = ME((6(=5,)) — ), () — ME(22(6°(~5,)) — ) ) det 0,.(6, 2) d

where for the last identity the transformation y = 6°(J,z) was used. The equation (1.20) yields
together with 6°(0,z) = = and det(0%,(0,z)) = det Id = 1

4
s

_ d 0 e
o = a5 )€ (z) det 97I(5,z)d:c‘

= / () V - € (67 (0, 2)) det 05, (0, ) da

/E (2)V - & (z) da

20
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1.1. TRREVERSIBLE THERMODYNAMICS

An analogous identity holds true with ¢° instead of e’. With s, = % and s ; = = it follows that

%S%(O) _ / $(0a) — ME(L(0°(0,)) — ), 2%(a) — ME(2(0°(0,) — &) )V - € () da

—/UEse(eo(z),éo(x))%YLseO(GE(—(),z))dz :Odz
| see@. @) 55 @002y _ s

which is the desired identity. O

1.8 Lemma The derivative of the surface entropy (1.22b) with respect to 6 in § = 0 is

d
—55(0) =~ | Vrp-Vy(v)€edH

dd Ie

Here, Vr is the surface gradient, Vr- the surface divergence.

Proof: Interpreting {I's}s as evolving surface, the normal velocity is £ and the vectorial normal

velocity is 58 = {°v. The curvature is denoted by xr. Applying Theorem C.4 from Appendix
C yields (observe that the boundary integrals over 0T vanish as the velocity ¢ has a compact
support in U¢ and vanishes there)

d e N _
S50 = — | 0P9(w) — () & - Rrdt?
a5 -

which is using (C.5), (C.4), (C.6) and the one-homogeneity of v

= Vy(v) - Vrés + Vy(v) - vkp £ dHO

Te

Applying Theorem C.3 on ¢ = Vy(v)£° (again the boundary integral vanishes) and again (C.4) on
the last term it follows that

L= / —Vr - V() € = Fr - V() & + Vy(v) - fr & dH
- / Vr - Va(v) € dHe!

which is the desired result. U

As stated at the beginning of this section, the goal is to define the motion as a localised version
of a gradient flow similarly to (v,&)r = (65, ¢) for all £ as in [TC94]. This is realised in the following
definition.
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1.9 Definition Let |T'¥| = H?"1(I'*). The motion of the phase boundary T is defined as follows:
In each point zy € I' the identity

. 1 o1 1 d,. .

lim ﬁ(v,é )r = lim ﬁ@(sB + 85)(0) (1.23)
holds for all families of functions & € C}(U®) where S%(8) and S§(0) are defined by (1.22a) and
(1.22b) respectively.

1.10 Theorem The localised gradient flow (1.23) yields the Gibbs-Thomson condition (1.14).

To prove the theorem the following lemma is useful:

1.11 Lemma Let g € L>®(U¢®) with g € C*(Qt NU=) and g € CY(Q~ NU?), and let z € R be
given. There is a family of functions {£%}.so C C1(U®) with £(xg) = z for all € such that
1

— Vg-ggdx
el Jye

gvggdx = —f [g]té’gd’}—[d_l —
re el Jue
—  —[g@)]t=2 ase —0

where the functions 58 are uniformly bounded and satisfy condition (1.19). By g% the limit of
g in © € T" when approximated from the side QT is denoted. Analogously g~ is defined when
approximating x € I from Q~, and [g]T = g+ — g~ is the difference.

Proof: For a given small € > 0 consider the function
. z on Us—¢’ .
0 on Us\U*"¢".

Let ¢ be a smooth function with compact support on the unit ball U'(0) C R such that f]Rd (=1
and define £° by the convolution of £ with e3¢ (-/?), i.e.,

& (@)= (7%(z) * €) ().

Then for € small enough £ =z onT'N U==2¢" =: . The functions 58 constructed from the £° as
in [Giu77], Section 10.5, satisfy the demanded properties. 3
Observe that thanks to the smoothness of I' the H%~l-measure of ['*\I'® is of order £ so that
Ha-1 (Fs\f‘s)
Hd—l(l"a)
The function f = [g]* is Lipschitz continuous on T'. It holds that

=0(e) ase— 0.

fge de,1 — fZ de,1 + f(é-s o Z) defl'
e Te Te

The first term on the right hand side converges to f(xg)z as € — 0. The second term vanishes in
that limit:

| A =) an]
FE
1 .
< ||f||Lw(FE)|FE|/ €° — 2 dme!
FE

1 _
TN WL L

e HAH(E\Te)
Il oo (rey [1€° — Z”L"O(FE)W = O(e) ase—0.

IN
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d—1

As moreover the £%-measure of U¢ is of order €¢ but the H% *-measure of I'® is of order and

since |Vg - €| is bounded in U® the assertion on the limiting behaviour as e — 0 is obtained.

To show the first identity the divergence theorem is applied on the two parts UsNQ™ and UsNQ~
of U¢. As 58 vanishes on the external boundary QU¢ there only remain some boundary terms on I'®.
Whenever boundary integrals appear in the following computation then v.,; denotes the external
unit normal of the domain corresponding to the boundary. On I'® of course it is identical to +v.

/gv{&dz = / +gv{Ed:H/ gV - & da
€ UsnQ UsnQ—

=—/ Vg-«fg dx—f—/ ggg Vgt AHET
UsnQ+ A(U=NQ+)

7/ Vg-gsdan/ ggg Vgt AHIT
UsnQ- a(U=NQ-)

:*/ ngsder/ g*?'(*V)de’lJr/ g=& - vdH!
— [ o-&ae- [ (g an

where for the last identity (1.19) was used. U

Proof: (Theorem 1.10) First, observe that M®(%) —
because T" and i are Lipschitz continuous.

and M°(Z£) — }ﬁ(g‘;) ase — 0

_1
T (zo0)

Choose some arbitrary z € R and a family of functions {£°}.>¢ as in Lemma 1.11 and let {55}5>0
be the corresponding vector fields. Then, using Lemma 1.11,

1 1 . L
e ), M (F) @@V @) de = M (7)

] /.. (2)V - € (z) dz

o)z = [%] o)z
T(ZL'()) - T1-
An analogous result is obtained when replacing M (%)e® by M®(Z£) - ¢°. The limit of the right
hand side of (1.23) is, using the Lemmata 1.7, 1.8, and 1.11,

1 d
<[ do

0 ~0 € 0 € / ~0 € d—1
= | | i (S(e C ) ( )6 ( ) Cc ) 6 x ) T ,7(1/) H

(5B + 55)(0)

+ —q- 0

(o) 4 [T ) = T D vtan) )

_ ({M] " (20) = V- Y (v(z0))

(e e ) + [

T z

SN~— |

where for the last identity the relation e = f + sT = % = —s+ % was applied. The left hand side
of (1.23) yields in the limit as € — 0

1
ﬁ(v,gs)p = m(v)ves AR — m(v(zo))v(xo)2.
FE
Since z € R and x¢ € T' can be chosen arbitrarily the condition (1.14) follows. O
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1.2 The general sharp interface model

In this section, the variables and the governing set of equations are listed for completeness.
There are the following bulk fields in the phases Q,, a € {1,...,M}:
: concentration of component i, 1 <¢ < N,
cg = e” : internal energy density,
f%: (Helmholtz) free energy density,
wi : chemical potential of component i, 1 <4i < N,
T : temperature,

s : entropy density,

ug = ;—i : inverse negative temperature,
uy = ;ﬁ; : reduced chemical potential difference of component i, 1 <1i < N.

On the phase boundaries I'ng with e # 3, o, 5 € {1,..., M} there are the following surface fields:

Vog © unit normal pointing into g,
0a8(Vag) : surface tension,
vYap(Vag) : capillarity coeflicient,
Map(Vag) : mobility coefficient,

Vop : normal velocity towards vug,

Kqg : curvature.

The matrix of surface tensions (043(V))q,g is symmetric for every unit vector v (the diagonal entries
are not of interest and may be set to zero). The relation between surface tension and capillarity

coefficient is given by (1.9), i.e.,

0ap(Vag)
Vaﬁ(vaﬁ)Zig . (1.24a)
ref

with some reference temperature T;..r. The surface tensions are one-homogeneous in their argument
and fulfil the constraint
Oap + 085 > 0as- (1.24b)

The mobilities mq3(Vag) are zero-homogeneous in their arguments.
For the conserved quantities energy and mass the balance equations

N
Qe ==V -Jr =V > LEVug |, 0<i<N, (1.24c)
=0

hold in every phase Q4 (t) (compare (1.11), (1.12a), (1.12b)). On the phase boundaries I'pg the
continuity conditions (1.13a), (1.13b)

[l =0, 0<i<N, (1.24d)
as well as the jump conditions (1.13c), (1.13d)
[cil5vap = [Ji]5 - Vag, 0<i<N, (1.24e)

have to be satisfied. The evolution of the phase boundaries is coupled to the thermodynamic fields
by the Gibbs-Thomson condition

N
B
maﬁ(l/ag)’l}ag = _VF . Vyag(uaﬁ) + |: — uof(T, &) + Zuici} . (1.24f)

i=1 @
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In points where three phases €2,, {23, and (25 meet or where a phase boundary I',z meets the
external boundary forces are in equilibrium. Following (1.17b) and (1.17d) this is expressed by

Y & (@) X Tags(x) (1.24g)

(i,5)eA
where A := {(a, 8), (5,9), (4,a)} and by
€ap(Vap()) - Verr(x) =0 (1.24h)

respectively. To obtain a well-posed problem, additionally, initial data and boundary conditions
must be provided. If not otherwise stated, the isolated case

JE Vet =000 09, 0<i< N, 1<a<M, (1.24i)

is considered.

1.3 Non-negativity of entropy production

In this section it is shown that the equations governing the evolution imply locally positive entropy
production. For this purpose some definitions and facts on evolving surfaces are necessary, in
particular, a divergence theorem and a transport theorem on surfaces. These facts are listed in
Appendix C and are based on [Bet86].

An entropy inequality is derived at times t € I such that the following holds true in an open
time interval I’ = (t — do,t + dp) around ¢:

o If d = 1 then the sets I'yg consist of smoothly evolving points (0-dimensional surfaces).

o If d = 2 then the sets I'y3 consist of smoothly evolving 1-dimensional subsurfaces. More
precisely, there are evolving curves ending in points that belong to T3 et O Tops for some
6 # «a, . These endpoints also smoothly evolve, and the curves can be extended over the
endpoints so that the curve except the endpoints can be seen as a subcurve as in Definition
C.2. In particular, the external unit normal vectors in the endpoints (i.e., the vectors
discussed just after Definition C.2) are well-defined.

o If d = 3 then the sets I3 consist of smoothly evolving 2-dimensional subsurfaces that meet
in smoothly evolving curves belonging to T3 4t Or Tops for some § # o, 3. Also here, it is
assumed that the external unit normal vectors in points on the endcurves are well-defined.

It may happen during evolution that phases disappear and boundaries vanish. Times with such
singularities are excluded.

By fFaa ) the integral over all surfaces included in the set I'y3 at time ¢ with respect to the
surface measure H9~! is denoted in the following. Analogously an( » and fTam( 1y are defined. Also
expressions like Vr_, or vsr,, must be interpreted in that context. Besides for shortening the
presentation set 11y := —1.

1.12 Theorem At times t € I when the above assumption is fulfilled the entropy (1.10) satisfies

ESt = Z \Y “1 Lijv%ujdﬁd > / Mas(Vapg)? dHT > 0. (1.25)
Q(t) ; j—o0 1<a<B<M

Proof: First, the bulk terms are considered. Let « € {1,..., M}. By (1.12a), (1.12b) and (B.4)

N
1 —T,
Bys® (%, 6%) = Des®(e®, ¢®) Dpe® + Ves® (e, %) - 8o = _(TV PRI j’flv : Jf‘).
i=1
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CHAPTER 1. ALLOY SOLIDIFICATION

Furthermore, the boundary
t) = U Faﬁ(t) UFa,ewt(t)
BF#a

piecewise consists of evolving d — 1-dimensional surfaces and satisfies the Lipschitz condition in
Definition C.2 (the T'; there corresponds to ,(t), and the vector 7w = 7q_ appearing in the
following discussion there is nothing else than the external unit normal of €, in regular boundary
points; one may write 7o, = vaq, ). On Tag(t) it holds that Tsa, - 7o, = vas, and on Ty et ()
obviously vsq, - Tq, = 0 since the domain € is fixed in time. Hence, using Reynold’s transport
theorem (see Remark C.5) and integrating by parts:

d / . d)
— s¥(e”, e*)dL
di ( Qg ( ) t

/ s (e, &) dLd + / s%(e®, &) Vo, - Ta, dHI!
Qu(t) 090 (t)
N _OL
_ /ﬁ }: iy, Jﬂd£d+f§:”/ g dH
=0 o/ Tas(t)
fL2

Jedct — /Fa mm( _Jg +Z —H; Ja) gy AHA

+ Z/ <sava5 - ( —J5 + Z i Ja) -ya5> dHe?
ap(t)

Bra T

By (1.24i) the second term vanishes. Summing up over a and using the jump and continuity
conditions (1.13a)-(1.13d) as well as the definitions of the fluxes (1.12a), (1.12b) and relation (B.3)
it follows that

(o)

Z/ %+Zv”1ﬂﬁﬁ
Qa(t)
+Z/ ( []vaﬁ{ J0+Z } l/ag> aH1
a<f Tap(t)
_ —H —Hi
“ <VT°~J0+;VTL>
+ Z/ ( [s]? vaﬁ+ vaﬁ+z vaﬁ> aH-1
ap(t)

a<f r

/Lz d — B d—1
/ S v LVt + Y / Flr - Y me] s .26
Q(t) 3,j=0 a<pf s(t) i

Next, the surface contribution to (1.10) of one set I'yg is considered. Theorem C.4 implies

d d—1
dt ( /l"ag Vaﬁ(l/aﬁ) dH )

= / (ao’yaﬁ(yaﬁ) - 'Yaﬁ(yozﬁ) Uraﬁ : ’_{Fag) de_l
t Lap(t)

- / Yo (Vap) UaTny - Tro, dHT 2 (1.26b)
Olap(t)
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1.3. NON-NEGATIVITY OF ENTROPY PRODUCTION

Using (C.6), Theorem C.3 and the identities (C.4), (C.5) and (1.16) (observe that by (1.9) this also
holds true for v,3) the first term becomes

—/ o (3°%B(Vaﬁ) — Yap(Vap)Ur,, 'Erag) dH*!

ap(t

=- / o (V’Yaﬁ(l/aﬁ) (=Vras0a8) = VYas(Vas) - Vap ”aﬁ“aﬁ) dH*t
af

=- / o ((pr “VYapVap)) Vap + Eros - VYap(Vap) Vap — VYas(Vap) - BT, Uaﬁ) dH*!
af t

+ / VYas(Vas) Vap - T dH2
T ap(t)

=— / (VFMB . V’yag(l/ag)) Vaf de71 + / V’yag(l/ag) VaB " Ty s deiQ. (1.26C)
ap(t) AT ap(t)
Since
araﬁ U Taﬁé U Taﬁ,emt (t)a
S+4a,8

the second terms of (1.26b) and (1.26¢) together yield using (1.17a) and (1.17c) divided by Ty.cs
- / Vaﬁ(yozﬁ) UBFQQ "Tlap de_2 + / v’)/aﬁ(yozﬁ) VaB * TTap de_2
T ap(t) Ol op(t)
= (Tsl) ) Ts) + G v (T ) ) AR
af t

= /ar ( )%Fag (= Ty (VVap(Vap)  Vag) + vas(VVapVag) - Tr.,)) dHE2
ap(t

-, 1 _
= Z / 71}Ta/35 . (&aﬁ(yaﬁ) X Taﬁ(;) T de 2
S+, Taps(t) ref
. 1 _
+/ —VUTop eat * (Eag(uag) X Taﬁ,emt) T de 2, (1.26(1)
TapB,ext(t) ref

The last term vanishes as by (1.17d) the force 45 X Ta5 is normal and vsr,, , = U7, , .., is tangential
so that

UTup ear * (§ap X Tapext) =0 o0 Tog ext

Therefore, (1.26b), (1.26¢) and (1.26d) yield

d d—1
at <_ /rag Yo (vap) dH. )

= _/ (vFaﬁ ’ V'Vaﬁ(yozﬁ)) Vap dH*!
t aﬁ‘(t)

- 1 _
o Z / UTaps (gaﬁ(l/aﬁ) X Taﬁé) T dH2.
s#a,8” Taps(t) ref

Summing up over all pairs o < § the last term reads

1 -
- Z / UTags : gaﬁ(l/aﬁ) X Taﬁé)T dH42
a<fo#a,B Taps(t) ref

1 _
Z / ’UTO‘QS . Z (&](VU) X Taﬁé) Tref de 2’

a<f<s” Taps(t) (i,j)€A

—0 by (1.17b)
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CHAPTER 1. ALLOY SOLIDIFICATION

hence

= — Z / (Vrag 'V’Yag(l/ag))’vag de_l. (1.266)
t a<f Tap(t)

-3 / Yo () A
a<pfB Lap

Finally, (1.26a) and (1.26e) yield, using the Gibbs-Thomson condition (1.14), the desired result

d
—_ -~ dd o " ddl
G50 = 3| [ steoac Z/ Yo () A

a<f

/ Zv i Ly V-t e
Q(t

1 m C p—
+ Z / ® (f[f — C]g —Vr.- V’yag(l/ag))vaﬁ dHé?
af t

t

a<f r
- / Zv I LUV iact 4 Z/ Mas(Vap)? dHIL.
Q) 5 a<g” Tas(t)
By (1.6a) the last line is non-negative. O

1.4 Calibration

1.4.1 Phase diagrams

In materials science, the solidification behaviour of alloys is described by phase diagrams. Such
diagrams indicate at which composition and temperature a certain phase is preferred. Often,
unstable regions appear as, instead of forming one homogeneous phase, it is energetically favourable
to form several phases with different compositions. The fact that energy is necessary to create
boundaries between the phases is not taken into account.

The phase diagram of a specific alloy can experimentally be determined. In theory, alloys are
modelled by postulating free energies of the possible phases. Keeping the temperature fixed, the
system is in equilibrium if the free energy is minimised over the set of possible compositions; every
point on the lower convex hull of the free energies can be realised. Given the composition of the
alloy, either one of the free energies realises the lower convex hull (then the phase corresponding to
that energy is stable) or the convex hull is strictly lower than each free energy. In the latter case the
point on the convex hull can be found by interpolating certain points on the graphs of different free
energies. But this means that forming phases corresponding to those points (with volume fractions
such that the mass of the whole system is not changed) yields a lower free energy than the free
energy of each homogeneous phase at the given composition. In the following, the above procedure
is more precisely described and exemplarily done for a binary alloy.

It is shown in Appendix B, Lemma B.3 that, given a fixed temperature T, two phases which
labelled with « and § are in equilibrium if and only if (1.13b) and (1.14) with veg = 0 and
—Vr - VYa3(Vap) = 0 (the phase boundary doesn’t move and is flat) are fulfilled. Postulating free
energy densities of the phases, from those conditions pairs of concentration vectors ¢® and ¢ can
be computed such that the phases are in equilibrium.

From statistical thermodynamics (cf., for example, [Haa94]|, Section 5.2 and the references
therein) the model of ideal solution can be derived for the free energy density:

a AN aT_Ea ) Rg . . T .
fa(T,e) = Z (Li T= ¢ + ” Te;1n(e;) cUT(ln(T ) 1)cl) . (1.27)

i— m ref
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Figure 1.2: On the left: tangents with equal slope and given distance yx = 0.06 on two free energy
densities for phases [ and s, the corresponding concentrations are drawn in the phase diagram;
on the right: additional terms in the Gibbs-Thomson condition shift the phase diagram. The
parameters do not correspond to a certain material.

L$ and T} are the latent heat respectively the melting temperature of component ¢ in phase o, R,
is the gas constant, v, the molar volume (which is supposed to be constant) and ¢, the specific
heat capacity (constant, too; observe that ¢, = ¢, due to the assumptions in Subsection 1.1.1 that
volume and pressure are fixed, cf. [Miil01], Section 2.4.3). It is clear that f7; is strictly concave in
the temperature and convex in the concentrations which can be used for Legendre transformations.

The more general model of subregular solution takes the Redlich-Kister terms (cf. [RK48]) into
account and reads

N N K
=YY i Y M (e —¢p)" (1.28)
i=1 j=1 n=0

with interaction coefficients Mi(jn). In the case K = 0, the model of regular solution is obtained.
The property of convexity in ¢ may be lost because of the additional terms. Then more than one
pair of concentration vectors may be found such that the equilibrium conditions are satisfied.

In the case of a binary alloy, i.e., N = 2, the concentration of the second component is given by
co =1 —c;. It holds that P?e; = %(61 —eg) and P?ey = %(62 —e1), hence, as i; = V.f - P2e; (see
Appendix B, Lemma B.2),

1
ﬁl = 5(801f - aczf) = 7ﬁ2'

Writing ¢ := ¢; and setting f (T, ¢) := f(T, ¢ 1 — ¢) implies 7, (T, &) = %85}(7”, ¢). Given (1.13a),
i.e., T'=T =T?, the conditions (1.13b) reduce to

Daf (T, e) = 91" (T, &%). (1.29)
Besides

f(T,8) =T, e)-c = J(T,8) = (T, 8)e — (T, SE)(1 - &)
F(T,¢) — 0:f (T, &) ¢ + %aE}(T, )

so that with (1.29) the Gibbs-Thomson condition (1.14) becomes
T, @) = AT, 2%) + 0 (T, 27) (e = 7). (1.30)
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Figure 1.3: On the left: original phase diagram of C2Cls-CBry, from http:// www.gps.jussieu.fr/
engl/ exper.htm; on the right: numerically computed phase diagram with dimensionless tempera-
ture.

Equations (1.29) and (1.30) being satisfied means that there is a common tangent touching fe
and fﬁ in ¢ and &° respectively. The numerically computed diagrams in the figures 1.2 and 1.3
were obtained by solving (1.29) and (1.30) for several temperatures and plotting the computed
concentrations with MATLAB. Lens shaped regions with unstable states are observed. Given
a point (&,T) in that region, both f!(T,¢) and f*(T,¢) are higher than the value on the lower
convex envelope of the free energy densities. These points can be realised by appropriate linear
combinations of fl(T, ¢!) and fS(T, ¢*), ¢ and ¢* being computed from the above equilibrium
conditions. In points (¢,T) outside of the lens one of the free energy densities corresponds to the
lower convex envelope and realises the energetically lowest possible value.

If the phase boundary is not in equilibrium and the v,g-term or the 7y, 3-term is present in (1.14)
then the phase diagram is shifted. More precisely, for a given temperature the task is not any more
to find a common tangent but to find tangents that have the same slope since (1.29) remains fulfilled
and that have a distance given by the additional term appearing in (1.30). This is shown in Fig.
1.2. In particular, this is why the limit concentrations on a moving or curved phase boundary
from the adjacent phases can differ from equilibrium concentrations. This allows for effects as, for
example, solute trapping. Such an effect occurs (and can be measured) at relatively high velocities,
and it is not clear whether in such a regime thermodynamics of irreversible processes involving the
assumption of local equilibrium is still applicable.

In Fig. 1.3, the eutectic phase diagram of CyCls-CBry is approximated by postulating free
energy densities of the form (1.27) for the three possible phases «, 8 and [. In the following table,
the dimensionless parameters are listed. B corresponds to component CoClg and A to CBry. The
values Tf and Lﬁ are fit parameters as pure C'Br, is not stable in the structure of the -phase so
that these values cannot be measured. The same holds true analogously for T5 and L%.

CBr, Ty =1.021 | LY=15 5 =0.93 L5 =1.075
CoClg Tg=0568 | Ly =0358 | 7Ty =1.28 L}, =213

1.4.2 Mass diffusion

In this section some relations are established between the Onsager coefficients L;; and diffusion
coefficients that are often experimentally measured and given in literature. For simplicity, the
temperature is fixed and the influence of temperature gradients on mass fluxes is not considered
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1.4. CALIBRATION

but only cross effects due to the presence of several components. Since in the present model mass
diffusion is a bulk phenomenon (enhanced diffusion in the phase boundaries is not taken into account
but can easily be involved, cf. [NGS05]) only one phase is considered. The flux (1.5) becomes with
T, being fixed, entering the coefficients

N

Ji =Y LijV(—p))-

=1

According to Fick’s law, diffusion is often modelled by a linear relation between diffusive flux
and concentration gradients (cf. [TAV03], Section 2.4 and the discussion therein). If the diffusivity
D, models the influence of gradients of component k on the flux of component ¢ then

N
— Z DikVCk.
k=1
For (1.4) to be fulfilled,
N
> D=0, 1<k<N,

is supposed. Often, one component (w.l.o.g. component N) is considered as solvent for the others
which only appear in a minor concentration. Since cy =1 — ZZV 11 ¢; it holds that

N-1 N-1
ZDzkvck = - Z( ik — DiN)VCk = — Z D%VC}C
k=1 k=1

with coefficients Df}i = D;, — D;n that are often given in literature. In particular, cross effects are
possible in the sense that concentration gradients of one species causes another species to diffuse.
An example is the Darken effect [Dar49] for diffusion of carbon in steel under the influence of silicon
(cf. again [TAV03], Section 2.4).

Considering p as a function in ¢ (cf. Appendix B) yields

N N N N N
JZ‘ = ZLMV(*M]') = Z Lz] Z ck,LLJ Vck = — Z Z Lijack,uj VCk
j=1 j=1 k=1 k=1 \j=1
and therefore
D;. = ZLijackuj or, shortly, D = LO.pu. (1.31)

j=1
In particular, >, Djx = 0 is obtained from the corresponding condition on the L;;. In Subsection

1.1.1 it is mentioned that L can be chosen to be symmetric. Then D is not symmetric in general.
Furthermore,

zk*ZLZJ e = Ocn )15

The fact that L is symmetric imposes constraints on the Df}( and on the dependence of the u; on
the concentrations.

Instead of using the le, alternatively to each species an atomic diffusivity or bare mobility
D;(&) can be assigned. Defining

D;(¢)c;

Dy, = Di(0)5ik - m

Dy.(¢)
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CHAPTER 1. ALLOY SOLIDIFICATION

it is easy to derive that S~ | Diy = 0 and, by (1.31), YN, Lij = 0. Using ey =1 — S0 ' ¢y it
holds that

whence there results the following relation to the D :
D;(¢)e;
DY = Di(¢)6i, — ———=——(Dy(¢) — Dn(2)), 1<i< N, 1<k<N-1.
k ( ) ZZDZ(C)CI( k( ) N( )) — —
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Chapter 2

Phase Field Modelling

In this chapter, a general framework based on the phase field approach is presented to describe the
microstructure formation occurring during alloy solidification. In the preceding chapter, an entropy
functional played a central role involving bulk and surface contributions. Introducing phase field
variables and replacing the surface terms by a Ginzburg-Landau type entropy, the motion of the
(diffuse) phase boundaries or, respectively, the evolution of the phase fields can be defined by a
gradient flow of the entropy which yields a set of partial differential equations of parabolic type
(see Section 2.1). As before, the evolution is coupled to bulk equations balancing the conserved
quantities energy and mass. In particular, a small length scale is involved related to the thickness
of the interfacial layers.

To take kinetic anisotropy of the phase boundaries into account, a deviation from the gradient
flow structure is allowed by introducing a positive mobility function depending on the phase fields
and their gradients. In spite of this deviation, an entropy inequality can be derived again (see
Section 2.2).

To clarify the generality of the developed framework, it is shown in Section 2.3 that, by ap-
propriate calibration, i.e., choosing free energies for the phases and suitable potentials for the
Ginzburg-Landau part of the entropy as well as Onsager coefficients for the fluxes, the governing
equations of models are obtained which have been used earlier. More precisely, the models of Cagi-
nalp [Cag89] (various asymptotic limits are discussed in this paper), Penrose-Fife [PF90] (in this
work, thermodynamic consistency is discussed), and Wheeler-Boettinger-McFadden [WMB92] (as
on of the first phase field models for an alloy) are derived.

The general framework is formulated in terms of the phase fields and the conserved quantities.
Instead of the latter the thermodynamic potentials, namely, the negative inverse temperature and
generalised chemical potential differences divided by the temperature, may be used. Since these
potentials are continuous across the phase boundaries in the related sharp interface model, the
asymptotic analysis in the following chapter is simplified. The use of the thermodynamic potentials
instead of the conserved quantities is also motivated by the discussion in [KKS99]. There it was
found that, when taking the concentration as variable, in the diffuse interfacial region an extra
amount of free energy appears which is due to the interpolation properties in the concentration and
the phase field variable. It plays no role in the sharp interface limit since it scales proportional to
the small length scale related to the interface thickness. But if one is interested in a quantitative
description of a specific alloy and in numerical simulations with, necessarily, relatively high interface
thicknesses then, depending on the material, it is possible that this extra potential cannot be ignored
any more. By using the chemical potential as a variable instead of the concentration, the additional
potential is avoided.

A good thermodynamic quantity to reformulate the diffusion equations is the reduced grand
canonical potential, defined to be the Legendre transform of the negative entropy with respect to
the conserved quantities energy and concentrations. After its introduction and an example, the
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reformulated general phase field model is presented in Section 2.4.

As in the previous chapter, derivatives sometimes are denoted by subscripts after a comma. For
example, s 4(c, @) is the derivative of the function s = s(c, ¢) in a point (c, ¢) with respect to the
variables corresponding to ¢.

2.1 The general phase field model

A system with M possible phases and N components is considered. The entropy (1.10) is replaced
by an entropy functional of the form

5(e.0) = [ (s(00) - (2a(6.90) + Lu(o) ) a 21)

The vector ¢ = (do)M; consists of phase field variables. Each variable ¢, describes the local
fraction of the corresponding phase a. They are required to fulfil the constraint

pexM (2.2)
analogously to the constraint (1.2) imposed on the concentrations. Here,
c:=(e,c1,...cy) ERx BN (2.3a)

denotes the vector of all conserved variables including the internal energy e = c¢g. The pure
concentration vector is denoted by

é:=(c1,...,¢N) e xN. (2.3b)

The bulk entropy contribution s(c, ¢) will later be motivated (see (2.13)). The interfacial con-
tribution in (1.10), namely

M
-y /Fw(yag)cmdfl, (2.4)

a<f,a,pf=1

is replaced by a Ginzburg-Landau type functional (cf. [LG50]) of the form

- /Q (ea(qs, Vo) + éw(qs)) da. (2.5)

The function a : ¥M x (TY¥M)? — R is a gradient energy density which is assumed to be smooth,
non-negative, and homogeneous of degree two in the second variable, i.e.,

al¢, X)>0 and a(¢,nX) =n’a(p,X) V(p,X)e XM x (TEM)? and ¥y € R,  (2.6a)

and w : ¥ — R is a smooth function with exactly M global minima at the points eg = (d05) |,
1 <3< M, with w(eg) =0, ie.,

w(p) >0, and w(p) =0< ¢ =egforsomee{l,...,M}. (2.6b)

Observe that the eg are the corners of the set ™ onto which ¢ maps by (2.2). Possible choices for
a and w are given in Section 2.3.

For the case of two phases it is shown in [Mod87] under appropriate assumptions on a that the
functional (2.5) I'-converges to the perimeter functional (2.4) when e converges to zero. This result
was generalised to more general surface energies (cf. [AB98]) which motivates the replacement. It
should be remarked that the rigorous treatment of the case of several order parameters is still an
open problem because of the appearance of triple points or lines, and so far only formal results
exist (see the following chapter).
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The evolution of the system is determined by a gradient flow of the entropy for the phase field
variables coupled to balance equations for the conserved variables. As shown in the following section
the coupling is such that an entropy inequality holds, and the second law of thermodynamics is
fulfilled.

To compute the variational derivative of the entropy with respect to the phase field variables
let v : Q — TXM be a smooth test function and ¢ : Q — int(X™) be smooth where int(XM) is
the interior of X with respect to the induced topology on HEM from RM. Observe that then
S(c, ¢ + ov) is well-defined for ¢ small enough.

5S
<5¢( v d6/< L6+ 0v) — (m(qb—i—év,qu—l—éVv)+§w(¢+6v)))dx‘

= / Z <S,¢a (C, ¢)va —E&a. ¢, (d)a v‘b)”a — Ea, v, (d)a V¢) Vg — lw@a (¢)va> dx
Q a=1 =

= 1
= /Q Z (Ev ’ a7v¢a (¢’ v¢) - Eaa¢a (¢’ v¢) - Ew7¢a (¢) + Sa¢a (C’ ¢)) Vo d.T
a=1

To obtain the last identity the boundary conditions
A Voo (6, V) Vewr =0, 1< a< M, (2.7)

were imposed.
To allow for anisotropy in the mobility of the phase boundaries, analogously as in Definition 1.5
in Subsection 1.1.3 the L? product is weighted. Given a smooth field ¢ : Q — XM let

(W, 0)w,p = / cw(d,Vo)w-vdr Yw,v € C®(Q; TEM). (2.8a)
Q

The function w is supposed to be smooth, positive, and homogeneous of degree zero in the second
variable, i.e.,

w(@, X)>0 and w(p,nX)=w(p,X) Y(p,X)ec M x R>*M and v € RT. (2.8b)

The evolution is of the system, defined by

05
(06, v)os = (55

yields for all test function v : Q — TXM

(c, ¢),v> Yo € C=(Q, TSM), (2.9)

[ ew(6.9900 - vz
Q
/Q<€V'ayv¢(¢, Vo) —cay(6, Vo) — éw,¢(¢)+5,¢(cv¢>)) ~vdz. (2.10)

Observe that since the weight w of the L? product depends on ¢ this is no gradient flow of the
entropy as in the sharp interface model. If v : Q — R is an arbitrary test function, then v — PMy
maps onto TYM | PM being the projection defined in (1.1c). Inserting v — PMv and using

/g — PMy) dz*/ﬁ(éfPMé)-vdz

for another test function & : Q — R™ which holds thanks to the symmetry of PM = % 1y @1
gives for the left hand side of (2.10)

/Ew(qﬁ, qu)@tqﬁ-(v—PMv)dx:/sw(qﬁ, V)i -vdx
Q Q
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since ;¢ (t, x) € TEM implying PM ;¢ = 0. The right hand side of (2.10) becomes when inserting
the function v — PMy

/ 3 (ev .90, (6, V) — ca, ($.V6) — “ws (6) + 5.0 (c: ) — A) oo da
Q7 €

where the Lagrange factor \ is given by

A= % Ly - (sV ca,ve(P, Vo) —ea g(p, Vo) — §w1¢(¢) + 5.4(c, ¢))
1 & 1
= Z <€V cave, (0, Vo) —ea . (9, Vo) — ng% (¢) + 5.4, (c, ¢)> . (2.11)

a=1

Finally, (2.9) yields

1
EW(¢, v¢)at¢ =¢eV- a,V¢(¢7 V¢) - 5a,¢(¢7 V¢) - gw,¢(¢) + S7¢(C’ ¢) - A 1.
The balance equations for the conserved quantities read
atCiZ—V'Ji(C,¢7,VU(C,¢)), OSZSNa

with the fluxes

N
Ji(e, ¢, Vule, 6) = Y Lij(e, )V (~u;(c, 9)).
j=0
Similarly as done in Subsection 1.1.1 it can be shown that this is a gradient flow of the entropy
with respect to a weighted H ~!-product. The different phases are taken into account by letting
the potentials and the coefficients depend on the smooth phase field variables. This may be done
as follows:

The free energy of the system can be defined as an appropriate interpolation of the free energies
{f*(T, &)} of the possible phases, i.e.

M
F(T6,6) = f(T,6)h(a) (2.12)

with an interpolation function & : [0, 1] — [0, 1] satisfying h(0) = 0 and k(1) = 1. By s = —fr and
e=f+Ts=f—Tfr (see Appendix B) the internal energy can be expressed as a function in
(T, ¢, ¢). By appropriate assumptions on f the temperature inversely can be expressed as a function

in (e, ¢, ¢) = (¢, ¢). Let
®: RT xint(2V) x int(ZM) = R x int(ZV) x int(ZM),  (T,¢ ¢) — (e(T, & ¢), ¢, ¢)
be this change of variables. Using & = f: (see Appendix B) and again e = f — T'f p yields
er=-—Tfrr, ec=n—Tup, e€¢="Ffo—Tfr¢
Then D®(T,¢,¢) : R x TSN x TEM — R x TSN x TSM is given by
~Tfrr B—Thr fo—-Tfrs

D(I)(T, é, (b) = 0 IdTEN 0
0 0 IdTEIM

where Idpyx is the identity on TYX. Assuming that T'f 7 # 0 the inverse function theorem
implies

1 1 —(a-Thy) —(fo—Tfre)
0 —Tfrrldpsy 0

D)o, b0) = -
IT 0 0 —Tf,TT IdTEAl
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where f and its derivatives are evaluated at (T'(e, ¢, @), ¢, ¢). In the first line the derivatives of T

with respect to e, ¢ and ¢ can be found. Considering the entropy density as a function in the new
variables (e, ¢, ¢) = (¢, @), i.e.

S(eaéa ¢) = _f,T(T(eaé’ ¢)aéa ¢)a (2.13)

the derivatives of s with respect to (¢, ¢) can be computed:

-1 1
C ) = e\ Aa = - Te = - — = = = — ,
87 U(C ¢) 87 (e c (b) faTT s f’TTTf,TT T UO
R _ p=Tar - X
S.e\C, = 5,¢\6,C, = —J, e — J, Té:* - J, —_— = = —Uu,
(e, @) = s (e e, 9) fre— frr ar— frr Tirm T
, fo—Tfr J
s.0(c,0) = s,4(e,6,0) = —fro— frrTo = —fro — frr=2 S =22
Tfrr T
The identity in the last line can be inserted into (2.10) and the following equations. Moreover
ug = =+ and @ = £ are expressed in terms of (c, ¢).

The coefficients L;; and the diffusivities (see Subsection 1.4.2) can distinguish in the different
phases, too. This may be modelled by interpolating the coefficients {L%}a of the pure phases
analogously as done for the free energy. The matrix L(c, ¢) = (L;;(c, ¢))f\’[j:0 remains symmetric.
From (1.6a) and (1.6b) the conditions

L = (Lij(c, $)) Y, is positive semi-definite, (2.14a)
N
D Lij(e,¢) =0 Vje{l,...,N} (2.14b)
i=1

can be deduced. Altogether, the above computations motivate the following definition of the model:

2.1 Definition The evolution of the system is governed by the partial differential equations

N
atci =-V. Ji(ca ¢a VU(C, ¢)) =V- <Z Lij (Ca ¢)V’U’J (Ca ¢)> ) (2158‘)
j=0
1 fioa(L(c;9), ¢, ¢
£(6.90) 0 = 7 0.5, (6.¥0) — 20,6, (6,9) — T, (¢) - Ll TE QB _y (2.151)
where 0 <i < N and 1 < a < M with X\ given by
M
A= — . — - = — e . 2.1
7 ; <€V 0,99, (6, V0) = €0,6,(6,V6) = w9, (¢) (e d) (2.15¢)
The differential equations are subject to initial conditions
c(t=0)=ci, ot=0)=¢ (2.15d)
and boundary conditions
Ji(e,p, Vu(c,d)) - Vewt = 0, 1<i<N, (2.15e)
V4o (#, V) Vet = 0, 1<a<M. (2.15f)
If not otherwise stated, additionally the boundary condition
Jo(e, ¢, Vu(e,d)) - Vext =0 (2.15g)
is imposed.

2.2 Remark The boundary condition (2.15e) implies that the system is closed as there is no mass
flux across the external boundary. If (2.15g) holds true there is no energy flux across the external
boundary and the system is adiabatic. Instead of (2.15¢) one may impose different conditions that,
for example, correspond to Dirichlet conditions for the temperature. Such boundary conditions
can, for example, model the cooling of the system to a certain temperature.
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CHAPTER 2. PHASE FIELD MODELLING

2.2 Non-negativity of entropy production

Analogously as done in Section 1.3, it is shown in the following that the equations in Definition 2.1
governing the evolution imply a locally non-negative entropy production which is the second law
of thermodynamics. The calculation is much easier than in Section 1.3 as no jumps of fields across
phase boundaries are involved but only smooth fields appear.

The time derivative of the integrand of the entropy (2.1) is

0 (5(6.6) (6, 99) - 2u(0))

1
=5c-0ict+5y-0ip—clay - Op+avy: VOLd) — —w.e - 0.
N—— 9

I

II

Using (2.15a) and s . = —u yields for I (the dependence of the functions on ¢ and ¢ is omitted here
and in the following for a shorter presentation)

N N
I = Zulv . ZLU‘V(—UJ‘)
=0 j=0

N N
V- Z uiLijV(—uj) — Z Vu; - Lijv(_uj)

i,j=0 1,5=0
N N
= V- (Z ’LLZJ1> + Z V(—ui) 'LUV(—’LLJ‘).
i=0 i,5=0
Using (2.15b) it holds for the second term that
z 1
I = Z <87¢aat¢a —ca g, Ot — €A, Ve, V(0ida) — gw7¢a8t¢a>
a=1
M f 1 M
- 3 (% g, €V g gw,%) =32 (@50,
M
= cw(®,Ve) Y (dda)’ + ZA@% —¢ Z V- (a,v4,0:00)
a=1 a=1
=20 ¥ hpa=0

Integrating I and I with respect to the space gives, using the divergence theorem,

0,S(c,d) = /Q(I+H)d3:

M
= /Q Z V(=) - LijV(—u;) + ew(p, Vo) Z atqﬁa dx (2.16a)
%,j=0 a—1
N
- /BQ <Z(_ui)‘]i +E(aav¢aat¢oz)> *Vext dHIt (2.16b)
i=0

From (2.16a) and using Assumptions (2.14a) and (2.8b) it is clear that the local entropy production
is non-negative,

N M
37 V() - LiyV(—u;) + ew(6,Vo)e S (816a)”
a=1

1,7=0
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Moreover, (2.16b) implies that the entropy flux

N M
Js = Z(_Uz’)Ji +e Z .V o Ot Pa
=0 a=1

consists of two terms. The first one is due to energy and mass diffusion and the second one due to
moving phase boundaries (cf. [AP92]). With the boundary conditions (2.15e), (2.15g), and (2.7) it
holds that

é%S(Cﬂﬁ)EﬁO

which is the desired entropy inequality for an isolated system.

2.3 Examples

The phase field model from Definition 2.1 generalises earlier models that have successfully been
applied to describe such phenomena as mentioned in the Introduction. In the next subsections
this is exemplarily shown for the models used in [Cag89, PF90, WMB92] by postulating suitable
functions a, w, and f.

2.3.1 Possible choices of the surface terms

First, some examples for the terms modelling interfacial contributions to the entropy are given.
The simplest form of the gradient energy is

M
a($, V) =7IVel> =7 [Véal®
a=1

or, more generally,

a($, Vo) =D GapVa - Vg (2.17a)

a<f

with constants 4 and gag, o, 8 € {1,..., M}. However, as shown in [SPNT96, GNS99al, gradient
energies of the form

a(¢, Vo) = Y Aas(¢aVds — ¢5Vda), (2.17b)

a<f

where the A, are convex functions that are homogeneous of degree two, are more convenient with
respect to the calibration of parameters in the phase field model to the surface terms in the sharp
interface model. A choice that leads to isotropic surface terms is

w(6,96) = 3~ 116,V — 63V 6u
a<f of

with constants Y3 and Mm.p that can be related to vas and mag (cf. [GNS98]).
Possible choices for the mobility function (2.8b) are given and discussed in [GNS99b, NGS05].
A general form is

w($,Ve) =wo+ > Bap(¢aVés — ¢5Vea)

a<f
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where the B,g are smooth functions that are homogeneous of degree zero and that can be related
to the mobility coefficient mqg(v) of the a-F-phase transition (see the following chapter).
For the bulk potential one may take the standard multi-well potential

wet(9) = 9 MagTapdady (2.18)

a<f

or a higher order variant

et () = war(8) + Y Vapsbadids-

a<f3<8

For numerical computations, the obstacle potential with multiple wells yields good calibration
properties. It is defined by

16 MeasVasPa if p e &M,

0 elsewhere,

with a higher order variant

ﬁ)ob((b) -

{wob(qs) + Y acpes Yapsbadpds  if ¢ € BV,

00 elsewhere.

The calibration properties of the presented multi-well potentials are discussed in [GNS99b] and
[GHSO05].

2.3.2 Relation to the Penrose-Fife model

Now, it is demonstrated that the general model includes the model of Penrose and Fife [PF90] as
a special case. There is only one component, and the variable ¢ can be neglected. There are two
phases, a solid one an a liquid one, hence the equations can be written down in terms of the solid
fraction ¢ = ¢1. Then, by (2.2), ¢2 = 1 — . Moreover, instead of using the density of the internal
energy as variable, the temperature is taken.

The first phase, the solid one, is characterised by ¢ = e; of, equivalently, ¢ = 1. Its free energy
density is postulated to be

T T,

m

f(T) =L — e T(In(T) - 1),

where T, is the melting temperature and L the latent heat of the solid-liquid phase transition. The
second phase, the liquid one, is characterised by ¢ = es < ¢ = 0, and its free energy density is
postulated to be

fUT) = —e,T(In(T) - 1).
Setting
-7,

F(T,01 = 9) = L2 (0) — e T (n(T) — 1) (2.19)

it holds that s(T,p,1 — ¢) = fon h(¢) + ¢ In(T) and

G(T, 2 1- 50) = 7Lh’(90) + C’UT'
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The evolution equation (2.15a) for the energy yields
1
coO T — LK (p)Opp = —V - (LOOVT) )

Choosing Lgg = ¢, K2T? the right hand side becomes ¢, Ko AT .
Furthermore, the simple gradient entropy term

|2t

a(6,96) = 2V = 2161 + [Val?) = 31l

2

where 7 = “L= for some constant r; is taken. Then a vy, = YVoa, V- avs, = YAd, and
a4, = 0. Inserting this into the phase field equations (2.15b) yields

1 1
ewlipy = eYAP — gw’¢1 — ?ﬁ(bl — A (2_203)
- 1 1
€wat¢2 = €7A¢2 — gw1¢2 — ff@z - A (2_20b)
with
1 - 1 1 5 1 1
A= 5 <€’YA¢1 W ?f@l + eYAps — “Ws — ?f@z) )

Since ¢ = ¢1 = 1 — ¢ it holds that Oy = Owp, Orpa = —0rp, A¢p1 = Ap and Ags = —Ayp.
Moreover,

w,g, (0, 1 — ) —w g, (0,1 — @) = pw(ep, 1 — ),
[ (To0,1 =) = [, (T 0,1 — @) = 0p f(T, 0,1 — ).

Subtracting (2.20b) from (2.20a) gives
. 1 1
2ewdip = 2e7Ap — Eag,w(go, 1—¢)— T&pf(T, o, 1— ). (2.21)

By (2.19), =30, f(T, 0,1 —¢) = L(# — ﬁ)h’(g@). Setting w = 5=, K1 = £ and defining

50(0) == ———w(p,1 — 9) — —=—h(p), A(p) == LI(¢)/cy

ECy CUTm
the equations (2.21) and (2.15a) become
A
oy = K <%+56(¢)+H1Agp> ,
8tT — )\(ap)atgo = KQAT

which is the model in [PF90], Chapter 6.

2.3.3 A linearised model

In this subsection the general model is partially linearised. This is done in such a way that the
evolution equations in the pure phases are linear, i.e., they reduce to standard linear diffusion
equations. Only a binary system is considered, but a generalisation to multi-component systems is
straightforward.

By ¢ = ¢; the concentration of the first component is denoted, hence co =1 — ¢. The fact that
L is symmetric and the algebraic constraints (2.14b) give

Loy = L1g = —Lo2 = —Lag and Lyy = Loy = —L13 = —Lojy.
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CHAPTER 2. PHASE FIELD MODELLING

Setting f(T, ¢) = f(T,¢,1 —¢) gives as in Subsection 1.4.1
fo =T — Ty

Therefore L;1V(—0;) + LioaV(—T5) = Lin Vfg, 1 =0,1,2, and the conservation laws for energy and
concentration read

1 —fz
de = —-V-LpV=—-V-L : 2.22
e \% OOVT V- LoV T (2.22a)
0 = -V LiVe - V. L,V (2.22D)
tC = 10 T 11 T .
Defining é(T, ¢) := f(T, ¢) — Tf (T, ¢) and choosing
T T T
Lii=D=—, Lig=Lyp = é@DF, and Loy = é%D~— + KT?,
the equations (2.22a) and (2.22b) become after a short calculation
e = V- (KVT+ ¢.:DVE + é,ED‘ééd’ v¢> : (2.22¢)
oe = V- <DVE + D"fﬁw) : (2.22d)

The diffusivity coeflicients K and D may depend on ¢. It remains to couple equations (2.22¢) and
(2.22d) to the equations for the phase field variables (2.15b).
If the internal energy density is affine linear in the variables (T, ¢), i.e.,

é(T,¢) =c,T+ezc with ez constant,
then the system (2.22¢)—(2.22d) reduces in regions where ¢ is constant, i.e., in the pure phases
(where, the diffusivities K and D are constants), to

O =V -KVT = KAT, 0,¢=V- -DVt=DAC.

These are classical linear diffusion equations for temperature (Fourier’s law) and concentration
(Fick’s law).

2.3.4 Relation to the Caginalp model

Further linearisation of the model leads to a generalisation of the original phase field model [Cag89]
to the case of alloy solidification. Let M = 3, N = 2 (a three-phase system for a binary alloy is
considered) and choose the free energy density

F(T,e.0) = (Iig - 23: L§6a)eT - e, T(1n (TT )-1) - 23: LS ¢,
a=1

ref a1

where L§ are latent heat coefficients and L{ and k, respectively, are coefficients entering the
chemical potentials. As in the preceding subsection, ¢ = ¢; and co =1 —¢; =1 — ¢. Then

- 3
c o . T
,(ng — 321 LS (ba)c + ¢y In (Tref),

E=f+Ts=c,/T—Y Li¢a,

SZ*ﬁT

BT fe e 3 186,
«@

T T
j:a (054
i = —L{c— 2.
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The mobility matrix is chosen as in the previous subsection leading to

o = e =3 L56a) = V- (KVT),
V- DV(HE - ZL;Y%).

For the gradient energy the isotropic function a(¢, Vo) = % > [Véa|? is taken as in Subsection
2.3.2. Then the equations for the phase field variables are of the form

Q
o
I

[e3

1 L
wedia = e AP — ~Woa () + LYe+ =2 — A,

T
The term % can be linearised around a reference temperature T;,: so that
Ot = VAP 1 (¢)+ LYec+ LY L ! (T —Tn) A
wedipa = e7Ada — —w,g, Te 2\ 7, T2 m .

The equations for (T, ¢) are linear, and all terms in the equation for ¢ are linear except the term
W pe, -

It should be remarked that the above choice of the free energy density leads to a linearised
phase diagram. In particular, the magnitude of the jump of the concentration in the sharp interface
model is constant for each of the phase boundaries (cf. equations (1.29) and (1.30) in Subsection
1.4.1).

2.3.5 Relation to the Warren-McFadden-Boettinger model

In the model used in [WMB92] double-well potentials are used with coefficients depending on the
concentration. The presented general model is not intended for a concentration dependence of w.
But it turns out that, if the constants W4 and Wg in equations (8) and (9) of [WMB92] are equal
(let Wy = W =: W), then the concentration dependence of the double-well potential drops out.
the following derivation it restricted to the latter case.

A binary alloy involving two phases is considered. Diffusion of heat is supposed to be much
faster than the relaxation of the phase boundaries and the mass diffusion. Therefore the energy
equation is not considered and a constant temperature is assumed. The variables ¢ = ¢; and
¢ = c¢; introduced in the Subsection 2.3.2 and 2.3.3 are used again. Component 1 corresponds to
component B in [WMB92]. As in Subsection 2.3.2, the gradient entropy term

K
(6, V0) = V6P
leads to the phase field equation
1 1, -
2ewdsp = 2e K Ap — E&Pw(cp, 1—¢p)— T Lf(C, 0,1 — ).

Setting w = Ith and K = §2 this becomes

1
Orp = My <52A80 - @Q@w(%l —¢) - %T

If the multi-well potential
2w
w(er, p2) = T‘ﬁ%éf’%

is chosen then 3z 0,w(p,1— @) = Wa'(p) with @(p) = $¢?(1 — ¢)?, and the phase field equation
reads

. L.
8,590 = M1 <52Ag0 — W’LU/((P) - 25—T L,Of(c’ 5071 - 90)> .
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The free energy density is postulated to be

~ eW . ~ 2R N . . -

F(&01 - ) = S5 (e8(T) + (1= DA Th() + T (e1n(@) + (1 - &) In(1 - )
where h(p) = (3 —2¢)p? and the functions B5(T) and B4(T) are explained in [WMB92] just below
equation (7). Then

1 - W . -
7:00f (€,0,1 = ) = —(e8p(T) + (1 — €)Ba(T)) W (¢)
2eT 6
and hence the phase field equation reads

Oup = M (80 = Wi () = ¢ (290(7) + (1= DT ()

which is equation (17) from [WMB92] (for the case W4 = W = W). Since

~ w
Feon(C 01— 9) = = (BB(T) — Ba(T))TH (¢),
‘Zﬁd&(av@a 1-—- 90) = 07

~ _ @ T

cc ~7 517 =1 =\
fee(C, 0,1 =) om T =)

and choosing L1 = DJ% as in Subsection 2.3.3, (2.22d) becomes

Um &(1— )

e = V~<Dva+Df 5 %(ﬂB(T)ﬂA(T))Th/(W)V@>

DAG + M,V - (a(1 - a)v(% (Ba(T) — 6A(T))h(s0)))

with My = £2= which is equation (18) from [WMB92]. Since the equations (17) and (18) govern
the evolution in [WMB92] it is shown that their model can be recovered by the presented general
one under the mentioned condition W4 = Wg.

2.4 The reduced grand canonical potential

2.4.1 Motivation and introduction

In Subsection 1.4.1 the relation between free energies and phase diagrams is established. The
following chapters motivate that, sometimes, the reduced grand canonical potential is more appro-
priate for the analysis. The entropy is a function in the conserved variables internal energy and
concentrations (cf. (B.4) in Appendix B) and the reduced grand canonical potential is defined to
be the Legendre transform (cf. [ET99]) of the negative entropy. Some structural assumptions on
the entropy are necessary. As usual let

e:=cy, c:=(cg,c1,...,¢cn) ~ s=s(c).

Let int(3Y) be the interior of ¥V with respect to the induced topology on HEY C RY and
assume that

Rl (=s):C = E x int(¥") — R with an open interval £ C R is smooth and strictly convex,

R2 V(—s): C — U is a C*-diffeomorphism into a convex open set U C R x TXV,
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In Assumption R2, the tangent space T,C on C' in ¢ € C is identified with R x TXN according to
Definition 1.1. Observe that E x int(X%) is a convex subset of an affine linear subspace. Assumption
R1 implies that D?(—s)(c), acting on (R x TXV)2 is positive and has full rank so that, locally,
Assumption R2 is already satisfied.

In the following, the sets C' and U are considered as subsets of RV*1 and ¢ - u is the standard
scalar product on RY*! for elements ¢ € C and u € U.

2.3 Lemma With the Assumptions R1 and R2 the Legendre transform of the entropy density

(—s)"(u) :=sup{c-u+s(c)}, weU,
ceC

is a real valued smooth function (—s)* : U — R. Besides
V(=s)"(u) =c.
Proof: For given u, ¢ = c(u) := (V(—s)) 7! (u) exists by Assumption R2. From the convexity
of s in Assumption Rl it follows that this is the only critical point of ¢ — ¢-u + s(c) and that this

is the global maximum. Hence (—s)*(u) = ¢(u) - u+ s(c(u)). The identity for the derivative follows
easily using V(—s)(c) = u. O

2.4 Definition If the entropy density s satisfies the Assumptions R1 and R2 then the density of
the reduced grand canonical potential is defined by

v:U—=R, ¥u) = (=s)"(u)

Analogously as in [ET99] it can be shown that

(—8)"* =" = —s. (2.23)
Besides the preceding computations motivate to write
N
Yv=c-u+s, dw:c-du:eduo—i—ZCidui. (2.24)

i=1

A relation to the grand canonical potential b (see (B.5) in Appendix B) can be derived as follows:

v = sHu- C—S+_6_2Mzcz
= + f+sT— Z:uzcz = f Mzcz)
= ib*f b (2.25)
= T = —ugb. .

Using that (B.8) is equivalent to (1.13b) and (1.14) for a fixed temperature the equilibrium
conditions on a phase boundary between two phases a and [ transform into

u =uP, Y =P, (2.26)

45



CHAPTER 2. PHASE FIELD MODELLING

2.4.2 Example

For a binary alloy with components A and B the free energy density

T-T T-T ~ T
Acl 4+ Lp B RT(c11n(eq) + ealn(e2)) — ch(ln( ) — 1)
ref

f(T,c1,c2) =La
A B

is postulated (cf. (1.27)). Then

L L ~
s=—fr= —(—Aq + —BCQ) — R(erIn(e1) + e2In(ez)) + ¢, In(
’ Ty T

T
T )
ref

Moreover
e=f+Ts=—Lacy — Lpca+ ¢, T,

and, hence, the temperature can be written as a function in (e, 1, ¢):
1
T = —(6 + LA01 + LBCQ).
v

Then also —s can be written as a function in ¢ = (e, ¢1, ¢2)

La

L
—se) = (Frer+ 77

02) + R(c1In(er) + e2In(ey)) — ¢y In ( (e4+ Laci + LBCQ)).

Cylref

Since u = V.(—s)(c) € R x TX? it is obvious that ug = V.(—s)(c) - (1,0,0)*. Moreover u; = —us,
hence 2u; = u; — uz = V.(—s)(c) - (0,1, —1)*. The above function for —s(c) yields

Co
uy = — ,
0 e+ Laci + Lpes
1 Cy 1 Co ~ c1
2, = L(—— )—L (—— )—l—Rln—.
! A Ta e+ Laci + Lpes B Tg e+ Laci+ Lpes (02)

Using ca = 1 — ¢; the above functions can be inverted, and ¢ can be written as a function in u. A
short calculation yields

() = Cy 1 1
e = UQ Al—l—evl(“) Bl+ev2(“)’
1
C1 (U) = —1 T eUl(u) )
1
ca(u) = T on@
where
1
vy (u) E(LA(UO*UA)*LB(UO*UB)*2U1),
1
va(u) = E(LB(uO—uB)—LA(uO—uA)—ng) = —wvy(u)

with u4 := 7+ and up := ==. The entropy density becomes
TA TB

Laua Lpup 7 In(14 e ™) In(1 4 e¥2(W)
14en® 1+ 6”2(“)) ( 14 evi(w) 1+ ev2(w)

s(e(u)) = ( ) — ¢y In(—uoThey).
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Uy fixed U fixed

6]

Figure 2.1: Reduced grand canonical potential ¢) from the example in Subsection 2.4.2 as a function
in ug and u; = —ug. The parameters are given in (2.27).

Inserting this and c(u) into (2.24) gives the reduced grand canonical potential density

P(u) = c(u) - u+ s(c(u))

_ L aug Lpug Uy U2
T T T @ Ten® T Iqenm 1 enm
Laua Lpup ) - (ln(l +en) In(1+ ev2(u)))
- vl - T’r‘e
+ (1 + ev1(u) + 1+ ev2(u) 1+ ev1(w) + 1+ ev2(u) c Il( Uo f)

_ (LA(UA —ug) Lp(up — Uo))

14 ev1(w) 1 4 ev2(u)
uy + Rln(l + e”l(“)) Uy + Rln(l + eﬂz(u))
( ey + oy ) — ¢y (1 + In(—ueTrey)).

Fig. 2.1 shows this potential for the following values:
Ly=10, Lp =12 us =08, ug =14, R=1.0, ¢, = 1.0, Tpey = 1.0. (2.27)

Up to the last term, the growth in u is nearly linear while the last term tends to infinity as ug " 0.

2.4.3 Reformulation of the model

The aim is now to write down the equations governing the evolution in terms of (u,¢) instead
of (¢,¢). For this purpose, the density of the reduced grand canonical potential ¢ including its
derivatives is used.

In the preceding section it is shown how the reduced grand canonical potential density of a
phase can be computed given the free energy density of the phase. In a multi-phase system there
are therefore densities ¢ : U, — R, 1 < a < M, for the possible phases with U, C R x TSV
defined in Assumption R2 in Section 2.4. Assume that U = ﬂfy:l U, is non-empty. The function
¥ U x M — R is obtained as a suitable interpolation of the ¥* such that v (u, e) = ¥*(u), for
example (see also the Remark 2.6 below)

M
iU EM SR, (u,0) = D ¢ (w)h(¢a) (2.28)

with an interpolation function

h:[0,1] —[0,1] satisfying 2(0) =0, h(1) = 1. (2.29)
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It is assumed that the Legendre transformation in Lemma 2.3 as well as the backward transfor-
mation (2.23) is possible after adapting the domains U, and Cy in dependence of ¢. Let ¢ € BM
be fixed. Given v, sufficient conditions for the backward transformation to obtain s read similarly
as the Assumptions R1 and R2 in Section 2.4 for the forward transformation. Hence

s(c, ) = Y(u(c, ¢), ¢) — c-u(c, ¢) (2.30a)

where

c=Vu(u,¢) = (Vuib(0))(u) & u=(Vi(,9)) " (o). (2.30Db)

If the dependence of ¥ on ¢ is smooth then also the domains Ug and Cy depend smoothly on
¢ in the following sense: Given u € U, and ¢ = 1, (u, ¢) € Cy there is a small ball B, (¢) C TM of
radius £ around ¢ such that v € Uj; and ¢ € Cj for all b€ B (¢). Thus, varying ¢ is possible in
(2.30a) which with (2.30b) provides the identity

M
5.6(0:0) 0 =3 (0 Dl 0) 40,0, (4.0) ~ 5, - €)va = o1, 0) v (2:31)
a=1

=cC

for every v € TESM. Using this, the identity s 4 = ff’T"’, and (2.30b), the model in Definition 2.1
can be reformulated considering (u, ¢) as variables:

2.5 Definition The evolution of the system is governed by the partial differential equations
N
j=0

cw(@,Vo)Oipa =€V - a,ve, (0, VP) —cay, (¢, Vo) — %w,% (@) + Vg, (u, ) — A (2.32b)

where 0 <i < N and 1 < a < M with X\ given by

M

A= 17 2 (57 0500 6.99) ~ 200, 6.9) ~ 200, (0) + i 09)) (2:320)
The differential equations are subject to initial conditions

u(t = 0) = e, Ot = 0) = ic (2.32d)
and boundary conditions

Ji(W (U, @), 0, VU) - Vegr = 0, 1<i<N, (2.32e)

ave, (P, VP) Vegr = 0, 1<a<M. (2.32f)

If not otherwise stated, additionally the boundary condition

Jo(u(u,d),d,) - Vewr =0 (2.32g)
is imposed.

2.6 Remark Of course it is possible to choose interpolation functions in (2.28) involving u. Indeed,
instead of interpolating the densities of the reduced grand canonical potentials, first, the free energy
densities could be interpolated similarly to (2.12), and after the procedure as in the example of the
previous section could be carried out to gain ¢ from f. It turns out that, for the limiting model
as € — 0, it does not matter which interpolation is chosen. But in numerical simulations more
complicated interpolations involve more computational effort and, since in applications feasible
values for € have to be chosen (the smaller € the higher the costs), different results may be obtained.
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Chapter 3
Asymptotic Analysis

This chapter is dedicated to the limit of the general phase field model as ¢ — 0. It is demonstrated
that the relation between the phase field model presented in Subsection 2.4.3 and the sharp interface
model presented in Section 1.2 can be established using the method of matched asymptotic expan-
sions. For this purpose, methods developed in [CF88, BGS98, GNC00, GNS98] are generalised. It
is supposed that, in the bulk regions of the pure phases as well as in the interfacial regions, the
solution to the phase field model can be expanded in e-series. In Section 3.1 necessary conditions
are derived for that these expansions match. It turns out that the coefficient functions to leading
order of the € expansions in the bulk regions exactly fulfil the governing equations of the sharp
interface model (see Section 3.2).

It should be remarked that this procedure is a formal method in the sense that it is not rigorously
shown that the assumed expansions in fact exist or converge respectively. But in some cases, this
ansatz could be verified (cf. [ABC94, CC98, MS95, St096]).

In the following Section 3.3 the quality of the approximation of the sharp interface is of interest.
The approximation obtained in Section 3.2 is of first order in the small parameter €. For example,
expanding the temperature in the pure phases in the form T = Ty + €T} + O(g?) the asymptotic
analysis yields that Tj satisfies the equations of the sharp interface problem. But if 7} vanishes the
approximation of Ty is of second order in €. To see whether this is possible, the asymptotic analysis
has to be continued in order to derive the equations 77 has to fulfil which leads to the notion of an
O(e)-correction problem.

An improvement of the approximation was obtained in [KR98] in the context of a thin interface
asymptotic analysis. The analysis led to a positive correction term in the kinetic coefficient of
the phase field equation balancing undesirable O(g)-terms in the Gibbs-Thomson condition and
raising the stability bound of explicit numerical methods. Besides, the better approximation allows
for larger values of ¢ and, therefore, for coarser grids. In particular, it is possible to consider the
limit of vanishing kinetic undercooling which is important in applications. Numerical simulations of
appropriate test problems reveal an enormous gain in efficiency thanks to a better approximation.

In [Alm99] the analysis was extended to the case of different diffusivities in the phases and
both classical and thin interface asymptotics were discussed. By choosing different interpolation
functions for the free energy density and the internal energy density an approximation of second
order could still be achieved but the gradient structure of the model and thermodynamic consistency
were lost. In [And02] it was shown, based on [Alm99], that even an approximation of third order is
possible by using high order polynomials for the interpolation. McFadden, Wheeler, and Anderson
[MWAOQO] used an approach based on an energy and an entropy functional providing more degrees
of freedom to tackle the difficulties with unequal diffusivities in the phases while avoiding the loss of
the thermodynamic consistency. Both classical and thin asymptotics hare discussed in the paper as
well as the limit of vanishing kinetic undercooling. In a more recent analysis in [RBKDO04], a binary
alloy also involving different diffusivities in the phases was considered and a better approximation
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was obtained by adding a small additional term to the mass flux (anti-trapping mass current, the
ideas stem from [Kar01]).

In the present work it is shown that, for two phase multi-component systems with arbitrary
phase diagrams, there is a correction term to the kinetic coefficient such that the model with moving
boundaries is approximated to second order. A new feature compared to the existing results is that,
in general, this correction term depends on u, i.e., on temperature and chemical potentials. Indeed,
up to some numerical constants, the latent heat appears in the correction term obtained by Karma
and Rappel [KR98]. Analogously, the equilibrium jump in the concentrations enters the correction
term when investigating an isothermal binary alloy. But from realistic phase diagrams it is obvious
that this jump depends on the temperature leading to a temperature dependent correction term in
the non-isothermal case.

To investigate the gain in efficiency thanks to the better approximation results of numerical
simulations to the phase field model with and without correction term are compared in Section 3.4.

For the derivations, some assumptions on the occurring functions are necessary:

Al The core of the matrix L = (Lij)%:o of Omnsager coefficients is the space orthogonal to
R x TXN (cf. assumption L2 in Subsection 1.1.1), i.e.,

ker(L) = span{(0,1,...,1)} c RN = (yV)+
where
YN =RxT2V.

Then, for each v € YV, there is a unique solution £ € Y of the equation L& = v. The
solution is denoted by L~tv.

A2 In addition to (2.29), the interpolation functions fulfils

A3 Around its minima eg, 1 < 8 < M, the function w is strictly convex. This means that
weplep) >0, 1< <M.

This chapter only treats the two dimensional case (i.e., d = 2). The generalisation to the three
dimensional case is straightforward. The differentials along curves simply become surface gradients
or surface divergences.

Several times the homogeneity of a is used. This is why the following facts are stated at the
beginning of this chapter: It holds that

a,¢(¢a 77V¢) = n2a,¢(¢a v¢)a a,v¢(¢a 77V¢) = 77G,V¢(¢a v¢)a (313')
and, moreover,

a(,0) =0, ag(h,0)=0, ave(,0)=0, ave(p,Vo):Vo=2a(¢,Ve) (3.1b)
for all ¢ € M, Vo € (TEM)4, and n > 0.
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3.1. EXPANSIONS AND MATCHING CONDITIONS

3.1 Expansions and matching conditions

The matching procedure for asymptotic expansions in the context of phase field models is outlined
with great care in [FP95]. Here, only the main ideas are sketched.

Consider a time interval I = (0,%.,q4) and an interfacial region in a domain D C R? where two
phases meet. The family of curves {I'(¢;€)}e>0,ter is supposed to be a set of smooth curves in D
which are uniformly bounded away from 0D and depend smoothly on (g, ¢) such that, if ¢ — 0, some
smooth limiting curve I'(¢;0) is obtained. By D'(t;¢) and D*(¢; ) the regions occupied by the two
phases are denoted. The limiting curve I'(¢; 0) corresponds to the sharp interface between the phases
in the sense of Section 1.2, i.e., to some curve of a phase boundary I's;, while the approximating
curves I'(¢; €) are given somehow as level sets of the phase field variables. In the model of Definition
2.1 in Section 2.1, for example, if (¢(t, x;€), c(t, x;€)) is the solution of (2.15a)—(2.15g), then I'(¢; €)
may be defined by

T(t;e) = {:c eD: Gi(t,z;) = qss(t,:r;s)}, e>0,tel. (3.2)

Let (¢, s;0) be a parametrisation of I'(¢;0) by arc-length s € [0,1(t)] for every t € I, I(t) being
the length of T'(t;0). The vector v(t,s;0) denotes the unit normal on I'(;0) pointing into D'(¢;0),
and the vector 7(t, s;0) := J57(¢, 5;0) denotes the unit tangent vector towards the parametrisation.
The orientation is such that (v, 7) is positively oriented.

Using some distance function d(t, s; ), the curves I'(¢;€) can be parametrised over I'(¢;0) by

v(t,s5€) := (L, s;0) + d(t, s;e)v(t, s; 0). (3.3)

Close to € = 0 it is assumed that there is the expansion d(t, s;¢) = do(t, s) +eld1(t, s) +&2da(t, s) +
O(g3). Since d(t,s;0) = 0 the expansion becomes

d(t,s;e) = etdy(t, s) + e2da(t, s) + O(e?). (3.4)

Near I'(t; 0), the coordinates (s, r) are well-defined, r being the signed distance of x from T'(¢;0)
(positive towards v, i.e., if z € D'(t;0)). Let z = £ and g9 > 0. For each t € I and € € (0,&¢) there
are the diffeomorphisms

F.(t,s,2):= (t,v(t,8;0) + (ez + d(t, s;€))v(t, s))

mapping an open set V (¢;¢) C R? onto an open tube B(t) around I'(¢;0). The coordinates (¢, s, 2)
are such that the curve I'(¢; ¢) is given by the set {F.(¢, s, z)|z = 0}. It is supposed that, uniformly
in t and €, the tube B(t) is large enough such that values for z lying in a fixed interval around
zero are allowed as arguments for z. To obtain expressions for V; ,yz(t,x) and V( 5)s(t,x) it is
necessary to compute the inverse of the derivative of Fy.

Let  := k(t, 5;0) be the curvature of I'(¢; 0) defined by 0s7 = kv or, equivalently, by d;v = —kT.
Furthermore let

v=u0(t,s;0) = d(t,s;0) - v(ts;0) (normal velocity, intrinsic), (3.5a)
vr = v (t,5;0) = Oyy(t, s;0) - 7(¢,5;0) (tangential velocity, non-intrinsic). (3.5b)

Hence, writing d. = d(t, s; €),

_ att(t,S,Z) ast(t’s’z b
DFE(t’S’Z)<6ta:(t,s,z) Osx(t,s,2) O.x(t,s,2)

0 0
- (8,57 +(ez24+de)Oww + (Opde)v 7 — (ez2+ de)wT + (Osde )V 51/)
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and, using (3.5a) and (3.5b),

Out(t,z)  Vyt(t, x)
D(F-Y(t,x) = (DF.) " (t,x) = (gtsg,x; gzsgi, x%)
2 (t, @ 22(t,T
1 (0,0)
— —m(m—i—(ez—i—d )T - Ov) W 7T
L(—0ude + L O+ 8o —v) I - e

with 0y, Owv, v, T, k, v, and v evaluated at (¢,s;0). The ansatz (3.4) yields the expansion

m =1+4cekr(z+di) +*(rds + K*(2 + d1)?) + O(?),
whence

Os(t,z) = —v.+O(e),

Vas(t,z) = (1 +ek(z + di) +e°(kds + K (2 + d1)?) +O(€3))T,

Oz(t,x) = —év — (0dy — Osdyvr) + O(e),

Vaez(t,x) = — (asdl + E(asdg + 0sd1k(z + dl)))T

*6'2 (85113 + anQH(Z + dl) + 8Sd1nd2 + asde (Z + d1)2)7' =+ 0(53).

A short calculation shows that for a function B(t, s, z) and for a vector field B(t, s, z) it holds that

4B = —209.B+0°B—(0°d1)0.B + O(e), (3.6a)
V.,B = %@BV + (0sB — 05d10,B) T
+e(k(z + d1)0s B — (0sd2 + Osd1 k(2 + d1))0.B) T + O(e?), (3.6b)
V. -B = L9.B-v+(8,B—0,d10.B) 7
+e(r(z + d1)0,B — (05dy + Oydyk(z + dl))azé) -7+ O0(e%), (3.6¢)
A;B = %£0..B—1k0.B

+(05d1)?0.. B — 205d104, B — k(2 + d1)0. B — 045d10.B + 0,sB + O(g) (3.6d)
where 0° = 0; — v;0s is the (intrinsic) normal-time-derivative (see Appendix C). This identity

is motivated by the following calculation: Consider a field f(t,z) in I x D and write f(t,s) =
f(t,y(t,s)) for f restricted on I'(¢;0). Then it holds with (C.1)

at.i(tv S) - ’U‘rasf(tv S)

= LA ) () (1,99 (1,71, 9))

= atf(ta’Y(t’ S)) + at'Y(t S) vzf(t V(t S)) - atv(t’ S) : T(t7 S)vzf(ta’Y(ta S)) : T(t7 S)

= atf(t7'7(ta s)) + ((at'y t 5 ) (at'Y(tv S) : T(ta S))T(ta S)) : vzf(ta'Y(tv S))
= (Oy(t,s) - 7(t,s))7(t,s) - Vo f(t V(¢ ,S))

= atf(tvly(tas))"i' ( ) (7 ) (7’7(;

= 0, )t f(tY(t,5))

= °f(t,7(t,5)).

52



3.1. EXPANSIONS AND MATCHING CONDITIONS

Now assume that the normal velocity and the curvature of T'(¢;¢) can be expanded in e-series,
v(t, s;6) = vo(t, s;0) + vy (t,5;0) + e2va(t, 5;0) + ...,
K(t,s;€) = ko(t,s;0) +ery(t, s;0) + e2ka(t, 50) 4+ ...
The first order corrections v; and x; can be written in terms of di:
3.1 Lemma It holds that

K(t,5;0) +e(k(t, 5;0)%d1 (t, 8) + Ossdi (¢, 5)) + O(e?), (3.7a)
v(t, 5;0) 4+ £0°dy (t, 5) + O(£?). (3.7b)

k(L s;€)
v(t, s;¢€)

Proof: The unit tangent vector and the unit normal vector are
0Os 1—kd 0sd
rltysie) = ode (b Oude)y
057l (1= Kd2)? + (95d:)?)Y/

oy O (1— kde)y — (9sde)T
l/(t,S,E) = |as'7’a| - ((1 _ ’ids)Q + (anE)Q)l/Q

where 9572 is the rotation of dsv. by 90 degree such that (9s7>,0s7.) is positively oriented.
Inserting the expansion (3.4) yields

~1/2
((1 — rdo)? + (asdE)Q) =14 erdy(t,s) + O(?)
and for v(t, s;€) the expansion

v(t,s;e) = Oye - v(t, s;€)

(Opy(t,8;0) + Ordev + dOw) - ((1 — kde)v — (0sde)T)
((1 = kde)? + (05d=)?)1/2

(1 — kde)v + O¢de (1 — Kd,) — Osdevr — de0sdcOsv - T
(1 - Rd R + ORI

= v+4e0°d; + O(e?)

where Qv - v = %8t|1/|2 = 0 was used. To compute the expansion of x(t, s; ), the identity

Bssy(t, s:6) = — (2(85d€)n + dg(asn))f + (n + Oyede — n2d€)y
implies

det(Dsy(t, 53€), Dssy(t, 5:6)) = —(1 — kde) (K 4 Ossde — k2d.) — (Dsde)(2(Dsde )k + de(Dsk)),
and with

10572173 = (1 = 26d. + K2d2 + (D5d2))™%/% = 1 + e 3rd; + O(e?)
this gives

- det(as'Ya; 835'78)
|057e 3

[Q(}f’s;g) = = H+E(I€2d1 +858d1) +O(€2)

O

Consider some function b(t,x) (in the next subsections, b corresponds to ¢, ¢ or u). Suppose
that, in each domain D CC D\I'(¢;0), the function b can be expanded in a series close to £ = 0
(outer expansion): For some K > 2

b(t,x;e) = Z efpF) (¢, ) + O(KH). (3.8)
k=0
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Hence, in a neighbourhood of T'(¢; 0), the functions
b(t,s,e) := b(t,z;€). (3.9)

are well-defined for 7 # 0. To be more precise, the expansion
t,s,r €) Zs bk t,s,r +O(eETh (3.10)

is assumed to be valid uniformly on
Ve, = {(t,s,r;s) telse0,i(t)]re (e, 5 e e (0,50]}

for every a € (0,1). Furthermore it is assumed that function b*) can be smoothly and uniformly
extended onto I'(t;0) from both sides, i.e., as r \, 0 and r 0 respectively.

Let B(t,s,z;¢€) := l;(t, s,r;€) with r = ez. Suppose that the function B can be expanded in a
series as follows (inner expansion):

K
B(t,s,z;¢e) = ZEkB(k)(f, 5,2) + O(e5 T, (3.11)
k=0

It is assumed that the functions B¥)(t, s, z) are well-defined for t € I, s € [0,1(t)] and z € R, and
that they approximate some polynomial in z uniformly in ¢, s for large z, i.e.,

BW(t,s,2) ~ Biy(t,s) + Biy(t,8)2 + Biy(t,8)2° + - + By, (t,5)2™, 2z — +o0, (3.12)
with nj € N for all k. Moreover, the expansion (3.11) shall be valid uniformly on
Ve = {(t,s,z;s) ctel,se[0,l(t)],z € e [—bo, 0], € (0,50]}

for every a € (0,1).

3.2 Definition (cf. [LP88]) Let ¢ € (%,60), € € (0,20] and o € (0, 1).
1. The variable (e® is called intermediate variable.

2. The expansions (3.10) and (3.11) are said to match if the following holds:
When replacing r in (3.10) and z in (3.11) by an arbitrary intermediate variable, i.e., r = (e
and z = r/e = (71, then, in the limit as e — 0, the coefficients agree to every order in &
and (.

3.3 Lemma For that the two expansions (3.8) and (3.11) of b match in the limit as ¢ — 0 the
following conditions must be fulfilled: As z — 400

BOG) ~ (0%, (3.13a)
BW(z) ~ M (0F) + (VO (0F) - v)z, (3.13D)
9.BM(z) ~ Wb (0%).p, (3.13¢)
9.B?(2) Vo (0%) - v + (v - DO (0%)v)z. (3.13d)

Here, b(0%) denotes the limit of b(t,z) if r(t,z) = dist(x,T'(¢;0)) — 0 where x € D'(t;0) which is
equivalent to r \, 0; analogously, b(0™) is defined considering = € D*(¢;0) orr /0.
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Proof: An expansion of the functions b®* in (3.10) in Taylor series at r = 0 yields
bk (t,s,r) = b(*) (t,s,07) + 0, b*) (t,5,07)r + %GTTIA)(’“) (t,5,00)r* + O(r®), r € (0,60], (3.14a)
0P (t,5,7) = bW (t,5,07) + 8,6 (¢, 5,07 )r + 18,05 (t,5,07)r2 + O(®), r € [~80,0). (3.14b)

If r is replaced by an intermediate variable (¢® then, for € small enough, r = (¢ indeed is small,
and the above expansion (3.14a) is valid and gives for (3.10) (dropping the dependence on (¢, s))

b(Ce®;e) =200 (0T) + 299, 6@ (0)¢ + EQQ%GTTIA)(O) (0M)¢2 4+ O(3)

+ e bW (0%) + 19,6 (07)¢ + 142915, (0F) ¢ + O(e1H3%)

+ 525(2) (0+) + 52+aa7j)(2) (O+)< + 52+2a%6mj)(2) (OJF)CQ + 0(52+3a)

+O0(e® 4 &').

Equation (3.14b) yields the same with 0T replaced by 0~ if —C € (%", d0)-
The expansion (3.11) is valid for z = (e®~!. Using (3.12) and again dropping the dependence
n (t,s) gives
B(CEQ 1. )*EOB+ +€a 1B3:1C+"' no(a 1B6i-nocno

4By + IR (g Y
+e®Bf g+ 2T B (4 e2T(em B e

The same holds true for —¢ € (%", dp) with BT replaced by B

By Definition 3.2 the expansions of B and b are said to match if, in the limit ¢ — 0, the
coefficients to every order in ¢ and ¢ agree for every a € (0,1). Comparing the two series yields
the following relations between the coefficients B,:r’n on the one hand and the derivatives 97u(0%)
on the other hand for k < 2:

B, = (0"), Bf; =0, 1<i<ny,
Bfr,o = 5(1)(0+), BI1 = (’)TIS(O)(O+), BL =0, 2<i<mny,
Bf,=b02(0%), Bf; =0,0M(07), Bf,=10.,00"), By, =0 3<i<n,.

It is obvious from the definition of r and (3.9) that a derivative of b with respect to r corresponds
to the derivative of b with respect to x towards v = v(t, s(t, );0). Hence, 9,b(%) = V,b®) . v and,

since v is independent of 7, 8,0 = v - D2b®)y. Using (3.12) again yields the following matching
conditions corresponding to (3.13a)—(3. 13d) As z — 400
BO(z) = b (07),
BW(2) » bD(0F) + (VOO (0F) - v)z,
9.BW(2) =~ Vb (0%) - v

8.B(2) = VbW (07) - v + (v- D2V (0" )v)z.

Analogously, the result for 0~ can be shown. O

3.2 First order asymptotics of the general model

The goal of this section is to figure out the limit of the general phase field system (2.32a), (2.32b),
(2.32¢)—(2.32g) as € — 0, i.e., the limit of the equations

G090 = PV (27 aws(6,99) ~ 20,06,V0) - Tup() + bs(w0) ) (150)
8tC(’LL, ¢) = -V J(c(u, (b)v b, VU) =V (L(C(U, ¢)7 ¢)vu> ) (315b)

95



CHAPTER 3. ASYMPTOTIC ANALYSIS

subject to the boundary conditions

JZ‘(C(U, ¢)7 ¢7 VU) : Vemt = 0; 0 S 7’ S Na (315C)
a4 (0, V) Vet = 0, 1<a<M. (3.15d)

For this purpose, the method of matched asymptotic expansions is used. Expansions of the variables
wand ¢ of the form (3.8) and (3.11) are plugged into the governing equations and matched according
to the conditions in Lemma 3.3.

3.4 Theorem Let {u(t, z;¢e), ¢(t, z;¢)}e denote a family of solutions to the system (3.15a)—(3.15d).
Consider phase boundaries T'og, o < 8, o, f € {1,..., M}, and assume that the solutions can be
expanded according to (3.8) in the adjacent bulk regions. Then the coefficient function u(®) and
the motion of the phase boundaries I' 3 satisfy the following equations:

In the bulk regions Q, o € {1,..., M}, the balance equations

02 (uV) = =V - J2 (c(ul?), V() = <ZLO‘ *(u®)) (°>>, 0<i<N, (3.16a)

are fulfilled. On the phase boundaries I',g it holds that

w2 =0, 0<i<N, (3.16b)
e ()] vag = [Ji(e(@®), Vu)] - vap, 0<i <N, (3.16¢)
Map(Vap)ap = =V - Vagvap) + [ (u V)5, (3.16d)

There is no flux across the external boundary,
Jf‘(c(u(o)),VU(O))-uemt:0 ondQ,, 0<i<N,1<a<M, (3.16e)
and the angle conditions (1.24g) and (1.24h) are satisfied.

Proof: The equations are derived in the following subsections, namely (3.16a) and (3.16e) in
3.2.1, (3.16b) and (3.16¢) in 3.2.3, and (3.16d) in 3.2.4. The angle conditions (1.24g) and (1.24h)
can be derived as in [GNS98].

3.2.1 Outer solution

Based on experiences from numerical simulations it is known that, when solving the equations of
Definition 2.5, several phases arise which are separated by diffuse interfaces with a thickness of order
€. In such a phase, away from an interface to another phase, an outer expansion is considered. An
ansatz according to (3.8) is made:

K
u(t, x; ) ng W(t,2) + O, (t,x) =D e*o®(t,2) + O, (3.17)
k=0
where, for the constraints ¢ € XM and u € Y to be satisfied,
¢ e HZM ¢k e TEM, E>1
u® e YN, k> 0.

The components of the vectors are denoted by u§k), 0<j7<N,and gb,(lk), 1 < a < M, respectively.
First the equation (3.15a) for the phase field variables is considered. Expanding PMw 4(¢) gives

PMuw 4(p) = PMw y(¢ V) + e(PMw ) 4(0?) - ¢V + O(£2).
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3.2. FIRST ORDER ASYMPTOTICS OF THE GENERAL MODEL

To leading order O(¢71) equation (3.15a) becomes

M
0= PV g (69) = wy(6) - - (Z w, <¢<°>>> 1 (3.18)

a=1

If a is expanded analogously to w in (¢(?), V¢(®)) then the boundary conditions (3.15d) become to
leading order O(g°)

0= a,V¢(¢(O)7 V¢(O)) * Vext- (319)

Since only stable solutions are of interest, ¢(°) is constant (here, the homogeneity of a resulting in
(3.1b) is used for the boundary conditions) and one of the minima of w, i.e., in view of (2.6b) one
of the base vectors {eg}1<g<asr. This means that the whole domain € is partitioned into phases to
leading order which are characterised by the M possible values of ¢(©).

To the next order O(e") equation (3.15a) becomes

0=—(PMwgy) o) - ¢ + PMep 4 (@, pO). (3.20)

Inserting ¢(©) = eg for some 5 € {1,..., M} gives w,¢¢(¢(0)) > 0 due to assumption A3. Moreover,
by (2.28) and assumption A2 it holds that 1 4(u(®), $(?)) = 0. Hence, the only solution to (3.20) is
#1) = 0. This solution is consistent with the boundary conditions for ¢(!) resulting from equation
(3.15d) to order O(e!) which reads

0= ((a1v¢)7¢(¢(0), Vo) o) + (a,v4) ve(¢”, Vo) : v¢<1>) Veat. (3.21)

The O(e%)-equations for the conserved variables are

J

N
9ci(u®,60) = V- 3" Lij(e(u®, @), o)vul”, 0<i<N. (3.22)
=0

It should be noted that the fields c; (u(o), ) and the coefficients L;; were expanded analogously
to PMw 4. Boundary conditions at the external boundary result from (3.15¢) which is to order

0(g%):

Ji(c(u@, ¢ 6@ vu) . v =0, 0<i<N. (3.23)
In the following subsections, boundary conditions on the moving phase boundaries between the
phases are derived by matching with inner expansions of the variables in interfacial regions.

In phase «, the equations (1.24c) and (1.24i) are obtained by inserting ¢(®) = e, into (3.22)
which gives

N
Arci(u? ey) =V - Z Lij(c(u(o), €a)s ea)Vugo), 0<i<N,
7=0

and into (3.23) which yields

Ji(c(u(o),ea),ea, VU(O)) Vgt =0, 0<3<N.

3.2.2 Inner expansion

Now, an interfacial region is considered where, without loss of generality, #°) = e; in one of the
adjacent phases, denoted by Q, and ¢(°) = e, in the other one, denoted by Q. These two phases
are supposed to be separated by a family {I'(¢;€)}eso0,ter of evolving smooth curves defined as in
(3.2) with ¢, replaced by ¢; and ¢ by ¢a.
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In the interfacial region, the functions u and ¢ are expanded according to (3.11):

K K
u(t, r;e) = Z PUB (8,5, 2) + O(EETY),  o(t, z;¢) = Zskcb(k) (t,s,2) + 05T, (3.24)
k=0 k=0

where

0 exM k) cTyM,
Uk ey,

)

>0,

to ensure that the constraints on ¢ and u are satisfied. Taking a Taylor expansion of ¢; and Lj;
around (U, &) and writing L?j’-m = Lij(c(U®, ) &) the conservation laws for mass and
energy give to lowest order O(e2)

N N
d 0in 5 77(0) d 0in o 77(0) .
0=v-— | D Ly"0.U v | = — > Lm0 |, 0<i<N, (3.25)
§=0 §=0
where 0,v = 0 was used. Integrating with respect to z over R yields

Lomo, U =k (3.26)

for some vector k € RV*L,
The O(e~!)-equations of the conserved quantities (3.15b) are with (3.6a)—(3.6¢) and dsv = —k7

N
d d ;
—’U@ZCZ-(U(O), (I)(O)) = T (E - asdl&) Z L?]’-m aZU;O)V
§=0
d [y (1) (0)
0,in 1 0
v [ L (0.0 + (0, 0,100 7
§=0
q (X
+v- o jgo (terms involving derivatives of Lij) a, U;O)u
N a (&L ..
= (oL o |+ — oLy o.upY (3.27)
j=0 j=0
q (X
+ = Z (terms involving derivatives of Lij)azU ;0)
§=0

Considering the equations for the phase field variables, similarly as done in [GNS98], the a-terms
are expanded in (®() 9,0 @ v). Using (3.6b) and (3.6¢) the expansions

Plag(@.Ve) = %27’1”%(‘1)(0), 0.2 ®v)
T+ 1(PMa) (), 0,00 @) - B
9
+ %(PMaﬁ),w((I)(O), 8.0 @ v) : (85 — 95d10,)2® @ 7 + 0,01 ® v)
+0(E")
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and
PY(V-ave(d,Ve) = V-(PYavs(s, Vo))
-~ é% PMg oy(@®,5.00 @ y))y
+ é% ((PMa,w),d)(@(O), 9.9 @) - <I><1>)y
+ %% ((PMa,w) vo : ((8s — 05d10,)20 @ 7 4+ 9,00 © y))y
+ % (% - 8Sd1%) (PMavs(@®, 0.0 @ v))r
+0(%)

hold. The w-term is expanded in ®©) and the 1)-term in (U, (),
To leading order O(e~1) equation (3.15a) reads

0= di (PM@W,((I)(O), 2.0 & 1/))1/ —PMa 4 (@, 0,00 @ v) — PMw 4,(@@). (3.28)
z
Multiplying this equation with 9.®(® € TEM gives (the projection PM can be dropped)

d
— (0) (0 . (0)
0 e (a1v¢(<1) ,0, 0% ® u)) (0,9 ®@v)

_ a@(q)(o)7 9.0 @ v)-5.00 —w 4,(&©). 9,8

di (a.96(0,0.00 @ 1) : (.00 @ 1)) ~ a,v5(@?, 0.0 @) : (0.0 @v)
z

d
—a,4(2?,0.09 1) 9.0 — = (w(q>(0)))

d
= (a,w(q)(O), 9,00 @ 1) : (9.8 @) — a(@®,0,00 © ) — w(q><0>)). (3.29)
The equation to order O(e?) is with (3.6a)

d
—w(®9,0.0 @ v)vd, e — ((73Ma7v¢)7¢ oW 4 (PMagy)ve: (0.0 1/))1/

dz

d
+ — ((PMa ve),ve : ((0s — 95d10,)0? ® 7'))1/

( ag)e @1 — (PMay) vs: (0,00 @v)
( ) ((55 - asdlaZ)(I)(O) ® T)
d M
+ (5 - 0 ) (PMas)r
= (PMwg)s- <I><” +PMy (U, 00, (3.30)

where w and all its derivatives are evaluated at ®(®) and a and its derivatives in (®(*),9,9) @ v).

3.2.3 Jump and continuity conditions

Throughout this subsection, for u(?) in the outer expansions (3.17) in the phases Q; and Q the
superscripts ©(?! and «(9)2 are used.

First the matching conditions are applied to the functions U ;0), 0 < j < N, solving the differ-
ential equations (3.26). By assumption Al

(9ZU(O) — (Lo’in)_lk.
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Thanks to the matching condition (3.13a) the function U(®) must be bounded if |2| — oo since
u(9)(0%) is finite. Hence 0,U® (2) — 0 as z — 4o00. Since L% = LU, &) — L(u®:1 e;) #0
as z — oo and L0 — L(u(o)’Q, es) # 0 as z — —oo, by assumption Al necessarily & = 0 so that
U©) is constant. But due to (3.13a) this means that u(®)1(0) = u(®)2(0~) which is condition
(1.244d).

Since 9,U = 0, the O(¢~!)-equations (3.27) for the conserved variables simplify to

N
d .
. (0 o)y _ 2 0,in (1)
—v0,¢;(U ) )) =% ZLU’ 0.U;
§=0
Integrating with respect to z from —oo to oo (or, more precisely, integrating from —R to R and
then considering the limit as R — o) and using that v(t, s) is independent of z, yields

N z,/ o0
1
= > Li;w®, 0.0

=0

z /00

ol

Z\,— 00
The matching condition (3.13a) for ¢ and u implies on the one hand
z /00

ol

_ ’U(Ci(U(O)’la el) _ Ci(U(O)’2a 62)) = U[Ci};-

On the other hand, thanks to the matching condition (3.13c),
z /00
Lij(eU®, ), 2©)0.0;"

J 2\ — 00

N

Il
=]

-

<
Il
o

-

(Ji(c(u(o)’l, e1),er, Va1 (07) — Ji(c(u®2, ), e, VU(O)’Q)(Of)) ‘v

N
Lij(c(u®? ey), el)Vmug-O)’l . 1/) (0% — (Z Lij(c(u®? ey), eg)Vzug-O)’Q . 1/) (07)
=0

v

Altogether this is the desired jump condition (1.24e).

3.2.4 Gibbs-Thomson relation and force balance

In the bulk regions §2; and {22 adjacent to the interfacial region under consideration it holds that
»©) = e, a € {1,2}. Due to (3.13a), for each s € [0,1(t)] equation (3.28) has to be solved subject
to the boundary conditions

d(2) e as z— 00, ®O(z) = ey asz— —oo. (3.31)
Integrating (3.29) with respect to z and using (3.1b) and w(e;) = w(e2) = 0 the equation
0=0ayvs(®?, 0,00 @) : (0,2 @v) - a(®,0,00 @ v) — w(@).
is obtained. With the last identity in (3.1b) this implies
a(®®,0.00 @ v) = w(@®D),
which is known as equipartition of energy. Setting

Cg’é([—l, 1],5M) = {p € COY[-1,1];2M) | p(=1) = e, and p(1) = 65},
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3.2. FIRST ORDER ASYMPTOTICS OF THE GENERAL MODEL

the surface entropy in direction e € R? is proposed to be

Yo (¢) = inf {2 | VeV s | pe 025} | (3.32)

This representation was introduced in [Ste91] for isotropic surface energies and in [GNS98] for the
general case. It is shown that, if a minimiser exists for e = v(t, s), then a reparametrisation of the
minimiser fulfils (3.28) and, in addition,

o1 (V) = /OO (a(q><0>,azq><0> ®u)+w(q><0>)) dz. (3.33)

In [BBRO5] the I'-limit of a functional of the form (2.5) was computed. Besides a rigorous represen-
tation formula for v,4(v) was found from which it is not known whether it coincides with (3.32).
For applications and numerical simulations it is therefore strictly necessary to test the calibration
properties of the chosen potentials a and w.

The goal is now to deduce the Gibbs—Thomson law. First observe that due to the matching
conditions (3.13b) and (3.13c)

2.9 (2) -0, ®W(t,s,2) =0, 0.8V(t,s,2) -0 asz— +oo. (3.34)

The equation (3.28) for ®©) is multiplied by 9,91 € TYM and the equation (3.30) for &) by
9,9 ¢ TYM  Again the projections PM can be dropped. Then the two equations are summed
and integrated from —oo to oo with respect to z. Altogether

/OO ((3.28) - 0.9 + (3.30) - 9.9)) d» (3.35)

— 00

is computed. The terms involving w and its derivatives vanish:

*/ ()4 M) - 0.0 from (3.30)
— / wy - 0,00 from (3.28)

:7/ ((w@)@.az(p(m).@(lu/ 0.(1,9) - &V — [w - D]

— 00

=~ [wy(@®)- 0=, =0,

since by (3.31) w 4(®©) — w 4(e12) = 0 and by (3.34) &™) is bounded as z — 400 . Concerning
the a-terms, evaluated at (®(*), 9,0 @ v), the contribution from (3.30) to (3.35) is

o0

/ 9. ((a.vs)s - 2D) : (3,80 © ) dz + / 0. ((a.95) w0 : (00D 1) 5 (0.0 & p)dz

— 00 — 00

+ / 0. ((a,v9).vo : (9 — 05d10.)2V @ v)) : (0.2 ® v)dz

— 00
oo

7/ ((a,¢),¢-q><1>)-ach@dzf/ ((a.p) ve: (000 @v)) 9,00 dz

— 00

- / ((a.¢).ve : (85 — 05d10.)2 0 @ 7) - 9,00 d2

+/ (95 = D5 d:)a,vg) : (0:2V @ 7)dz

— 00
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= [(avg)s-®M): (0.0 @v)]>, —/ ((a,v).6- @) : (9.9 @ v)dz
=:(¢t1) —2)
+[((a,v9) ve : (0:2D @ 1)) : (0.9 @)=
=:(t3)
_/ ((a,vg),vs : (azq)(l) ®v)): (azzq)(o) ®v)dz
=:(t4)
+[((a,v6).ve : (05 — 0:d10.)@V @ 7)) : (0.9 @ v)]>,
=:(t5)
B / ((avg).ve : (B — 0:d10,)20 @ 7)) : (9.9 @ v)dz
7/ ((a4).¢ - ). 0,00 dzf/ ((ap) ve: (0.2 @v))- 9.0 dz
=:(t6) =:(t7)
- / (a) 9o : (9 — 0ud18.)0 @ 7) - 2,50 dz
Jr/ ((0s — 05d10-)a,vy) : (0,90 @ 7)dz,
while the contribution from (3.28) to (3.35) is
/ (8.a.v¢) : (0.0 @ v)dz — / ay- 0,00 dz
= ave). 20,0 (9,0W @ v)dz + Ave) Ve - 9,09 @) : (6,20 @v)dz
Vo ).¢ Vo) Vo
=(t7) =(t4)
— [a7¢ . (I)(l)]iooc +/ ((a7¢),¢ . 6Z<I>(0)) . (I)(l) dz +/ ((a7¢),v¢ : ((’)ZZ@(O) (024 V)) . (I)(l) dz.
——— —00 —
=:(t8)
=(t6) =(t2)

Using (3.1b), (3.31) and (3.34), the boundary terms (t1), (t3), (t5) and (t8) vanish. Since the terms
(t2), (t4), (t6), and (t7) appear in the contributions from both equations (3.30) and (3.28) but with
opposite signs, the a-terms in (3.35) are

— /OO ((a.v9) ve : (0200 @ 1)) : (85 — 05d10.)0®) @ 7)) dz

B / (a,v6),6 - 0:0) : (95 — 05d10.)2) ® 1) dz

— 00

Jr/ ((0s — 0sd10.)a,ve) : (32@(0) ®7)dz

= / (aza,v¢>) : ((85 - 8sdlaz)q)(o) ® 7')) dz

oo

—|—/ (Osa,vg) : (8Z<I>(O) ®7)dz — 8sd1/ (0:a,ve) : (8Z<I>(O) ®T)

— 00
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o0 oo

— lave : (8,00 @ ). + / tvo: (0..00 @ 7)dz + / (Dvavs) : (009 @ 7)dz

— 00 — 00

= %(/OO ave - 9,0 dZ)T

— 00

where the boundary term again vanishes thanks to (3.1b) and (3.34).
Finally, (3.35) yields the following solvability condition for equation (3.30):

— / w(@®9, 9,0 @ v)(0,0®)?

d > 00

Using that U is independent of z, the last term becomes using (3.13a)

h V(U9 00). 9,60 dz = h 9. (U@ ®))dz
N B

= U, @)% = er) — p(u®2, e5) = [p(u®)]3

with the notation u(9:! and u(*)2 as in the preceding Subsection (3.2.3).
The derivative of v2 1 with respect to v is with (3.33)

Vy21(v) = / a,v¢(<1>(0),(')z<1>(0) Qv)- 8Z<I>(O) dz.
Setting
m(v) = / w(@©, 0,00 @ 1)(0.00)? dz,

the solvability condition reduces to (observe that 7-9; is the surface divergence on the curve I'(¢; 0))
mv)o = =V - Vo1 (v) + [ (u®)]3.
This is the desired condition (1.24f), which can be seen using the identities (2.25) and (B.5).

Considering v and v as functions in an angle 6 € [0, 27), i.e., setting v(6) = (cos(f), sin(9)) and
4(6) = v(v(0)), one can derive (cf. [GNS98])

Vs Dya1(v) = =(92,1(0) + 45 1(0))k-

Inserting this identity into the solvability condition gives

mv)v = (2,1(0) + 441 (0))k + [ (u™)]3.

To obtain the full set of equations governing the evolution in Section 1.2 it remains to derive
the force balance conditions (1.24g) and (1.24h). But this can be done as in [GNS98]. Therefore,
all equations defining the sharp interface model are derived by formally matched asymptotic ex-
pansions. O
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3.3 Second order asymptotics in the two-phase case

In the preceding section it is shown that the phase field model can be related to a corresponding
sharp interface model by matching asymptotic expansions. To improve the quality of this approxi-
mation, namely, to obtain an approximation to second order in e, ideas of [KR98] are applied and
generalised to the case of an arbitrary number of conserved quantities. First of all the govern-
ing equations of the two phase model are stated in Subsection 3.3.1. Thereafter the technique of
matched asymptotic expansions is applied again (Subsections 3.3.2 and 3.3.3) to deduce a linear
parabolic O(g)-correction problem. The problem to leading order as well as the correction problem
are stated in Subsection 3.3.4. Given appropriate initial and boundary conditions, zero is a solution
to the correction problem.

3.3.1 The modified two-phase model

The problem consists of finding smooth functions
0:IxD—-R, u=(ug,...,uy):IxD—-YN

that solve the partial differential equations

(w0 + w1 ()i = 029 — G () + o (9) U(w), (3.37a)
N N
Ot (1, ) = (v : ZLijvuj)i:O — V- (LVu). (3.37b)
7=0

The first equation can be obtained from (3.15a) by setting ¢1 = ¢, ¢po = 1 — @1 = 1 — . The
procedure is outlined in Subsection 2.3.2. The precise coupling to the thermodynamic quantities
via the last term in that equation is clarified below. The function wq : YV — R is a certain
correction term in order to obtain quadratic convergence and will be defined during the analysis.
The following definitions and assumptions are made:

Bl wg and o are positive constants. If not stated otherwise, o = 1.

B2 The function w : R — RT is some non-negative, smooth double-well potential which attains
its global minima in 0 and 1, more precisely it is required that

w(p) >0 if p {0, 1},
w(0) =w(l) =0, w'(0)=w'(1)=0, w"(0)=w"(1)>0.

Besides w is axis-symmetric with respect to 3, i.e., w(3 +¢) = w(3 — ¢) V¢ € R.

B3 In addition to assumption A2, the interpolation function h : R — R is monotone and point-
symmetric with respect to (%, %), ie.,
s+ +p)=5-hz—9), Mip) >0
B4 The reduced grand canonical potential density ¢ : YV x R — R is smooth and given as
interpolation between the reduced grand canonical potentials of the two possible phases s and
[, i.e.,

D(u, ) = s (u) + h() (Yu(u) — s (u))

with a function & satisfying assumption B3. Observe that in the case h # h the model lacks
thermodynamic consistency, and an entropy inequality might not hold (cf. [PF90, KR9S,
Alm99]). In (3.37a) the abbreviation

U(u) = hi(u) = ¢s(u)

was used.
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B5 In addition to assumption Al, the matrix L = (Lz-j)f\szo is constant. The handling of a
dependence on w is straightforward (cf. also the remark in Subsection 3.3.4 for the result),
and a dependence of the diffusivities on the phase has already been considered in [Alm99).
Therefore, the analysis is restricted to this simple case.

For some ¢ > 0, a smooth solution to (3.37a) and (3.37b) is denoted by (u(t,z;¢), o(t, x;€)).
The family of curves {I'(¢;€) }e>o0,1er appearing in Section 3.1 and determining the position of the
phase boundary in the diffuse interface model is defined by

L(t;e) := {xeD: Lp(t,x;s):%}, e>0,tel (3.38)

To avoid the handling of the boundary values it is supposed that the curves are bounded away from
the boundary dD of the considered domain uniformly in (¢;¢). By D!(¢;e) and D*(t;¢) the regions
occupied by the liquid phase (where o(t,2;¢) > %) and the solid phase (where ¢(t,z;e) < 1)
respectively are denoted.

Finally, to obtain a well-posed problem, initial conditions

Sﬁ(t = 0) = Pic; u(t = 0) = Ujc
and boundary conditions
(LVU)  Veyt = 0, (3.39a)
Vo Vet = 0 (3.39b)

are imposed.

3.3.2 Outer solutions
According to (3.8), the ansatz

K
u(t, z;€) Zsk ") (¢, z;6) + O(RHY),  p(t, z;¢) = Zskgp(k)(t,z;s) + O(ef+
k=0

is plugged into the differential equations (3.37a) and (3.37b) away from the phase boundary I'(¢;0).
All functions and terms that appear are expanded in e-series.

The results from the phase field equation (3.37a) are consistent with the results obtained for the
general model. To leading order O(c~2) there is the identity 0 = —w/(¢(?)), and the only stable
solutions to this equation subject to the leading order boundary condition Vé(® - v, = 0 are the
minima of w, hence ©(®) = 0 or ©(®) = 1. Tt is assumed that the set D*(¢;0) corresponds to the
set of all points with ¢(©) = 0 and similarly D!(t;0) with ©(© = 1. The equation to the next order
yields again ¢(!) = 0 as in Subsection 3.2.1.

To leading order O(e") equation (3.37b) is

(W4, (u(o), <p(0))) = LAu. (3.40)

Depending on the value of »(© it holds that 1, (u(®), ) = (), (u®) or 1, (u®, @) =
(¥5) w(u®). In both cases (3.40) is a parabolic equation for u(®) by assumption B4.
To order O(e!) equation (3.37b) reads

O (V) (@, 0 )ulV) = LA (3.41)

where 1) = 0 was inserted. Assumption B4 states that ¢ is convex so that (3.41) is a linear
parabolic equation for u).

Boundary conditions for (3.40) and (3.41) on I'(¢; 0) are derived in the following subsection. On
the external boundary of D it holds from (3.39a) that

(LVu(O)) Vet = 0, (LVu(l)) Vgt = 0.
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3.3.3 Inner solutions

Analogously as in Subsection 3.2.2; expansions of the form (3.11) for u and ¢ are plugged into the
differential equations. For shorter presentation, the constants wy and ¢ are dropped, but in the
next subsection they reappear in the formulations of the deduced problems. In the expansion for
the phase field variable ¢,

o(t, x;€) Zsk@ (t,8,2) +O(eXTh)
again the functions ®*) appear. But in contrast to Subsection 3.2.2 they are scalar functions.
To leading order O(e~2) equation (3.37a) is
0=20..90 — (@), (3.42)
Definition (3.38) yields ®((0) = 1. The matching condition (3.13a) implies for ¢

@(0)(t, 5,2) — p(t,5;07) =1 as z — oo,
t,s;0”

@(0)(1?,3,2) — @(t,507)=0as z — —o0.

Therefore CID(O)(Z) only depends on z. Furthermore, ®® is monotone, approximates the values at
400 exponentially and fulfils

P (—2)=1—-0O(2). (3.43)
For the conserved variables the equation to leading order is
0="Ld..UY. (3.44)

As shown in Subsection 3.2.3, U(®) must be constant in z which means U® = U©(¢,5). The
matching condition (3.13a) implies that U(?) (¢, 5) is exactly the value of u(*) in the point (¢, s;0) €
I'(¢;0) from both sides of the interface. As a consequence

u'®) is continuous across the interface T'(£;0). (3.45)
To order O(e™ 1) equation (3.37a) yields
00,0 = 9.0 — 19,0 — " ()M 4 Lp/(dO)g(U®). (3.46)

From the outer solutions it is known that ¢ (t,s,0%) = 0 and V(O (t,s,0%) - v = 0, since ¢(©) is
constant. The matching condition (3.13b) implies ®(1) — 0 as z — Foo0.

The operator L(®)b = 9,.b — w” ()b is self-adjoint with respect to the L2-product over
R. Differentiating (3.42) with respect to z reveals that 9,®(®) lies in the core of £(®(?). Since
PO (—2) =1 - ®)(2) the functions 9. and h/(®(®)) are even thanks to assumption B3, hence
(3.46) allows for an even solution.

In the following it is assumed that ®M is even. (3.47)

Analogously to the procedure in Section 3.2.4, a solvability condition can be derived by multi-
plying the equation (3.46) by 9,®() and integrating over R with respect to z:

0= / (05 = 0)(:00 ()2 = LW ) W (@) (2)) 0.0 (2)) az

= (k—v) /R(ach@(z))? dz — Lo UO) = (k —v)I = JWUD)  (3.48)
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where

I= /(8Z<I>(O))2dz.
R
The system (3.37b) reads to the order O(e71)
00,0, (U, @) = =00, (15) u([U?) + h(@D)T ,(U)) = LO..UD. (3.49)

As U© only depends on ¢ and s it holds that ¥ ,(U(®) = [th , (uO)]} = (1) w(uD) — () W (uD)
for all z. After integrating two times with respect to z equation (3.49) gives

v — -t - LU 00) 4 — A i 3.50
@[;w< )d' — Az) +a (3.50a)
~ L (00 WU )z — Az — o (W)L ) + @ as 2 = 00 (3.50b)
v =L (0(0) WUz — Az — ol ()L H ) + T as 2 — —oc (3:50¢)

where A € R x =V (observe that then vi),, — A € Y which allows for using assumption B5) and
@€ YN are two integration constants and
00 0
= / (1— h(@O(2))) ds = / (@O (2)) dz.
0 —o0
Here, since ®(© exponentially converges to constants as z — 400, the integral foz was replaced by
J5° while the linear terms remained. Using (3.13b) it holds that

uV(t,5,0%) = a4+ vL o, (uO))L H (3.51)
which means in particular that
uV) is continuous across I'(t; 0). (3.52)
Since from (3.50a) or equivalently from integrating (3.49) once
—LO,. UM = vip (U, 0 — A,
with (3.13c) the following jump condition is obtained at the interface:
[~LVu Ol v = —LVuO(t,5,0%) v+ LVuO(t,507) - v
= (v)w®) = 4) = (v(s)u(w®) - 4) (3.53)
= ),

Using the fact that ®© only depends on z, the phase field equation to order O(g%) reads (the
identity (3.6d) is used for the second order derivatives)

— 00,01 — wl(u(o))v@@(o) - (8Od1)8z<1)(0)
= 0.y — " (DO)Dy + (8,d1)%0,.0) — K2(2 + d))0. DO — 9,,d1 0.9V +
— k0,0 — %w’”(q)(o))(q)(l))? + %Q(U(O))h”(@(o))@(l) + %\I{u(U(O)) CUOR (@O,

To guarantee that ®5 exists there is again a solvability condition which can be obtained by mul-
tiplying with 9,®) and integrating over R with respect to z. The ®()-terms in this condition
vanish which can be seen as follows:

/R ((n — 0)8,0M + Ly () (@M)2 — %\P(U(O))h”(tl)(o))@(l))8Z<I>(O) dz
- /R ((n —0)8,819,8© — " (@)W, M) 4 %W(U(O))h’(@(o))az@(l)) dz

= 2(;-;—1;)/82@(”82@(0) dzf/amq)(l)az@(l) dz
R R
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where (3.46) was used to obtain the last identity. Since by (3.43) and (3.47) the functions z +—
9,M(2) - 0,80 (2) and z — 9., (2) - 9,8M(2) are odd, the integrals in the last line vanish.
Now, define the constants

H = /OO 20,(h o ®9)(z )dz/o 20.(h o ®©)(2) dz,
J = / .( hoq><0>()/(1—(hoq><0>)( ")) dz' dz

/ D.(ho ®)(z )/ (ho ®©)(2")d2' dz,

where the equalities holds thanks to the symmetries of h and h in assumption B3 and B4. By the
identity (3.50a) for the UM-term the following holds (using the superscript  for a dependence on
U which is independent of z and equal to u(®)(0%)):

1
7/—\IIOU~U(1)8Z(ho<I)(O))dz
R2

:f/%\p?u- ( / $W(U©, 3 dz Az) >8Z(ho<1)(0))dz.
R

Using assumption B4, ¥, = (¥;) .4 — (¥s) u, and that U(® is constant this yields
= / SV (L‘ ( / ((®6)0 + VW (U)R(@O(2))) dz' — Az) - u) d-(ho ®©)dz

/ dz(ho®©)dz
/s

3% L7 (o(0)fz — 4 =008, [0 (0 90)() a') 0. (ho 80) a2
0

z

+/O —\1:0 - ( (1s)% 2 — Az — 00, /O(ﬁo<I)(O))(z')dz')8z(ho<I)(O))dz
1

=- §[¢ ()], - @
+ gL L7 ()0 ()~ AV + (00,00 ®) — A~ H) — 20 u(u®)], )
= SO (3 + 0L WO ol (WO L g ), T =2
and inserting the relation (3.51)
= 2 DO o O, L O D =2
Hence, the whole solvability condition for ®5 becomes
=[-0° + 0ss + 2] di I — 1[0 0 (u )]} 0V
o= wr (@O + [ (@), - L7 (w0 EEE=2 ), (3.54)

Observe that, by (3.7b) and (3.7a), 9°dy and (9ss + k?)d; are the first order corrections of the
normal velocity and the curvature of I'(¢, s;€).

In the following, whenever 1) and its derivatives are evaluated at (U OR <I>(O)) this is denoted by
the superscript . The conservation laws (3.37b) yield to order O(&?)

00, (1%, UM + 45, W) + 0°¢0, — (0°d1)0.4°, = L |0..U® — k0. UM + 0,,U?| (3.55)
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where the independence of U®) on z was used. Integrating once with respect to z leads to

— Lo.U® =0, (¢°,,UY + ¢, V) — B
=:(s1)

+ /0 ((0°d1)0.0°, — 8°¢?u)dz’nL(U()1) +L3,, Uz (3.56)
=:(s3

=:(s2)

where B € YV is an integration constant. The aim is now to derive a correction to the jump
condition (3.53), i.e., a jump condition for uM. Therefore only the terms contributing to Vu(®) - v
in (3.13d) are of interest. Terms which are linear in z are abbreviated in the following as they are
not needed. Applying (3.13b) to @), UM and using 2/(0) = 2’(1) = 0 it is clear that

(s1) ~ v(¥1) (W)™ — B+ (...)z as z — 0o,
~ 0(s) (W) = B+ (.. )z as z — —o0.

Furthermore it holds that

(52) = @)wal) — [ 107(w%) + W) (o 2
(0 ) (WO, — (0 () u(@®))z + [ WO H a5z - o0,
(0°dn)[th,u ()] = (9°(ths) u(u®))z + 0° [, (u )L H as z — —00
where for the first term the symmetry of & is used again. In (s3) identity (3.51) yields
(s3) = kLuM(t,5,0)+ (...)z as z — +oo.
Finally the first order correction of the jump condition (3.53) on the phase boundary reads
[FLVuD], v = 0 ()] - 4 (0°d) [ (u )] (3.57)

3.3.4 Summary of the leading order problem and the correction problem

The problem to leading order consists of the bulk equation (3.40) which is coupled to the conditions
(3.45), (3.53) and (3.48) (taking now the constants o and wy into account) on I'(¢;0):

(LOP) Find a function u(®) : I x D — YN and a family of curves {T'(¢; 0)};c; separating
D into two domains D'(t;0) and D*(t;0) such that

(W) uw®)) = LAW®  in DU(t;0), t e, (3.58a)

() w(@®)) = LAuD,  in D(t0),tel, (3.58b)
such that

(LVU?) - vey =0 on dD, tel, (3.58¢)

with the external unit normal ve,: of D, and such that on I'(¢;0)

u(% is continuous, (3.58d)

LV v = o (u )], (3.58¢)
1

WU = 0K — Z[w(u(o))]ls (3.58f)

for all ¢ € I, where v is the unit normal to I'(¢;0) pointing into D'(¢;0).
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If it holds that

VH+H-—2J

s 21

then the correction problem consisting of (3.41), (3.52), (3.57) and (3.54) reads as follows:

wr = wi(u®) = 1 (@)L L ()] (3.59)

(CP) Let (u®,{I'(£;0)};) be a solution to (LOP) and let /() be the length of I'(¢;0)
and set Sp = {(t,s):t € I,s €[0,1(t))}.

Then find functions u™) : I x D — YN and d; : S; — R such that

(V) (WM = LAWY in DY(t;0), t €I, (3.60a)

Ot(Vs) (W) = LAWY in D*(t;0), t € I, (3.60b)
such that

(LVUM) - vt =0  on dD, t €I, (3.60c)

with the external unit normal ve,: of D, and such that on T'(¢;0)

u™ is continuous, (3.60d)
[—LVuV]L - v = ol () su™ 4 (0°d) [0 ()], (3.60¢)
w0(8° ) = 0By + 1)y — 5w -V (3.601)

forallt € 1.

Obviously, (u(l), dy) = 0 is a solution given appropriate initial data. If this solution is unique
then the leading order problem is approximated to second order in € by the phase field model.
The expansions (3.7a) and (3.7b) of curvature and normal velocity show that (CP) is in fact the
linearisation of (LOP). It should be stated again that the choice (3.59) is crucial in order to guarantee
that undesired terms in (3.54) vanish.

3.5 Remark If the diffusivity matrix L depends on u then equation (3.55) becomes
— 00, (5, UY +40,, 1)) + 0°99, — (0°d1)0.45, = L{U)0..U?
+0.(L,(UUWa, UM + L, (U)(0,U)? + L{UD)8,,U — kLU0, UW
resulting in
— LO.U® = (s1) + (s2)
— nL(U(O))U(l) +L7u(U(O)) UWa,uM +(L,u(U(O))(asU(O))2 + L(U(O))GSSU(O)),Z

=(s3) =:(s4)

instead of (3.56). The matching conditions (3.13a), (3.13b) and (3.13c) yield
(s4) = L, (u®) - uWVu©0F) v+ (...)z as z — Foo.

This leads to an additional term in the jump condition of the correction problem. The condition
(3.60e) now reads

[ L@@)Vu® - L, (@) - uDVu®] v = v (@) u® + (0°d) [0 (u )],

but this is still consistent with the above statement that (CP) is the linearisation of (LOP) as the
additional term results from expanding L in a straightforward way.
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3.4 Numerical simulations of test problems

Numerical simulations were performed in order to show that convergence to second order indicated
by the analysis in the previous section can really be obtained. For this purpose, the e-dependence
of numerical solutions to the phase field system were analysed and, whenever available, compared
with analytical solutions to the sharp interface problem.

The differential equations of the phase field system were discretised in space and time using
finite differences on uniform grids with spatial mesh size Az and time step At. The update in
time was explicit, and to guarantee stability a time step At < Ax? was chosen. If not otherwise
stated, the mesh size Az was decreased until being sure that the error due to the discretisation was
negligible (cf. the example in Subsection 3.4.4).

The order of convergence in ¢ is always estimated by the following procedure: Assume that the
e-dependence of the error is approximately given by

Err(e) = cerr e® + higher order terms

with a constant ¢, and the exponent k& > 0 that is of interest. Given some m > 1 (often, m = V2
was chosen) it holds, up to higher terms, that
Err(e) — Err(£)

m — (AN—k _ mk
Err(£)—Err(5) ()

from which k can be computed by inserting the measured values for Err(e).

3.4.1 Scalar case in 1D

Let d =1 and N = 1. Setting u = ug the following reduced grand canonical potential is postulated
according to assumption B4:

Q/J(Ua (10) = %CUUQ + )\(u’m - u)(l - h((p))’ i-e'a \I/(’U,) = )‘(u - um),
with constants A, u™ and ¢,. Choosing w(p) = 2¢*(1—¢)? as double-well potential the differential

equations (3.37a) and (3.37b) read

9 1
e(wo +ewr)dp = €00up — gw(l —@)(1—2¢) + §A(u —u™)h (), (3.61)

Oy = Ocou— A1 —h(p))) = Kdyzu. (3.62)

With these equations the following sharp interface problem ((LOP) of Subsection 3.3.4) for a single
phase transition is approximated:

coOiu = KOy u, for « # p(t),
u is continuous in x = p(t),
A/ (t) = [~ Kdpuls, in @ = p(t),
wop' (t) = AMu™ — u), in 2 = p(t),

where p(t) denotes the position of the interface at time ¢. Imposing the boundary condition u — 4™
as & — oo there is the following travelling wave solution: Setting u! := CA + u® let

p(t) =vt =™ —ul)t, (3.63)
wo

uw=ul, x < wt, (3.64

u=u>+ (u' —u>)exp (—K 'e,v(z —vt)), x> vt. (3.65)

71



CHAPTER 3. ASYMPTOTIC ANALYSIS

For the interpolation functions h(p) = h(p) = (3 —2¢) the constants can be computed explicitly:
_1 7 _ 19
I=1 H4+H-27-=1
Furthermore, if
A=05u™ = 1.0, u™ = —2.0, ¢y, = 1.0, wo = 0.25, K = 1.0, & = 1.0,

then the velocity v = 1.0, the value u! = —1.5 on the interface and, by (3.59), the correction term
w1 ~ 0.013194444 are obtained.

The differential equations were solved on the time interval I = [0,0.1] for several values for ¢
subject to Dirichlet boundary conditions for u given by the travelling wave solution (3.64), (3.65)
to the sharp interface model and homogeneous Neumann boundary conditions for ¢. To initialise
 the profile

©(0,2) = %(1 + tanh (;z)) =00(2), z= T ,7:0, (3.66)

g

was taken with some suitable initial transition point zy such that the transition region (the set
{p € (6,1—0)} for some small §, e.g., § = 1073) remained away from the outer boundary during the
evolution. The function ®© is the solution to (3.42) with the boundary conditions ®©(z) — 1,0
as z — 00, —o0. Initial values for u were obtained by matching outer and inner solution to leading
and first order gained from the asymptotic expansions (cf. [LP88] for this technique),

u(0,z) = w0, 2) + eu™(0,z) + U(0, 2) + UM (0, z) — common part. (3.67)

The function u(?)(0, x), the leading order solution to the energy equation (3.62), corresponds to the
profile of the travelling wave solution:

ul, r < xg.

w0, ) {uoo + (u! — u™>) exp(—Sv(z — z0)), x> xo, (3.68)
As v = 0 is demanded to be a solution to the correction problem, u(l)(O,x) = 0 was chosen.
Following equations (3.44) and (3.45) and the paragraph in between, U®) = u! is the constant
interface value. Equation (3.13c) implies 9,UM(z) — V- u®(2z5) = 0 as z — —oo. Since
uM(0,2) = 0, equation (3.51) implies @ = —v L~ [1h,(uO)LH = —2XH. From (3.50c) it then
follows that, as z — —o0,

0~ —L7 (0(ths) W (U)z — Az) + 0L Y0 ()L H + @
= L7 (v(hs) u(U) — A)2.

Hence A = v(1) (U®), and (3.50a) yields

1) v )\—erfOZ(lfizocp(o))(z’)dz’—ﬁ, z >0,
U (O,Z):— 0,7 (0) ’ I
K\ X[ (hoo?)(2)dz' — H, z < 0.

The common part is u! — 22z if z > 0 and u! if 2 < 0 (cf. [LP88] on how to compute this term).

The phase boundaries {¢ = %} were determined by linearly interpolating the values at the grid
points. Subtracting from the computed transition point the exact position given by (3.63) yielded,
up to the sign, the values in Fig. 3.1 on the left. It turns out that, when considering the correction
term, the interface is too slow, but quadratic convergence is observed. Without the correction term
w1 the interface is too fast, and larger errors occur indicating only linear convergence in €. Similar
results concerning the order of convergence hold true if

U(O,SC) = u(O)(Oa :E) Or ¥ = Xlzg,00]
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Deviation of the transition att = 0.1

102 . . Convergence rate behavious in time
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Figure 3.1: On the left: deviations of the phase boundaries measured from the exact interface
position given by (3.63) over ¢; the resolution of the transition region is very fine such that the
error caused by the discretisation is negligible; the dashed line indicates linear convergence in €. On
the right: behaviour of the numerically computed convergence rates in time for the angle 5 = 15°
(see Subsection 3.4.2).

was chosen as initial data instead of the above smooth functions. The only difference is that the
errors are larger then.

In the above simulations, the transition regions were resolved by more than 100 grid points to
determine the error and the convergence behaviour exactly. In applications, such resolutions of
the interface are much too costly. Therefore, the same problem was simulated over the larger time
interval I = [0,8.0] with much less grid points in the interface. It was found that the ¢/Az ratio
should be at least 10/\/5. The deviations at ¢t = 8.0 are:

With correction term
0.4 0.2
0.04 -0.06011 | -0.05724 | -0.08194 | -0.14941
0.025 -0.04921 | -0.03539 | -0.03785 | -0.05933
0.02 -0.04680 | -0.03051 | -0.02804 | -0.03943
Without correction term
0.4 2 0.1
0.04 0.58669 0.39191 0.22991 0.06608
0.025 0.59902 0.41554 0.27636 0.15980
0.02 0.60177 0.42083 0.28670 0.18033 0.08222
0.0125 0.20204 0.12573 0.05428
0.01 0.13548 0.07393 0.00792
0.00625 0.09479 0.05016

Again, the errors are much larger without correction term. To get an error as obtained with
correction term, £ and Az must be set eight times smaller. When using explicit methods the
expenditure becomes 8 times larger if the grid constant is halved due to the stability constraint
At < Az? for the time step. Hence, in the above example, the costs without the correction term
are 8% = 512 times larger to obtain the same size of the error.
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3.4.2 Scalar case in 2D

Now let N =1 and d = 2 and consider the same reduced grand canonical potential as in Subsection
3.4.1. Instead of the smooth double-well potential an obstacle potential with two wells was used:

) Ee(l-9),  0<e <,
wob(@) =
00 elsewhere.

Then (3.61) has to be replaced by the variational inequality
e o 1
OS/‘(@@m+w0&¢+g@mMM@*§Mwﬂwnmfwwwvmw&wfw0¢v

for test functions n € C§°(R, [0, 1]), but the asymptotic analysis can be done in a similar way (cf.
[BE93]). The main advantage of such a potential is that the stable minima 0 and 1 of w are attained
outside of the interfacial region, and the phase field equations only have to be solved in the thin
interfacial layer around the approximated phase boundary. The equation (3.62) for u remains the
same except that J,, is replaced by the Laplacian A.

With the constants

A=05u"=20¢ =10,wy =025 K=0.1,0=0.1

the evolution of a radial interface was simulated. Initially, for ¢ the profile

0, -0 <z < -7,
. 2 2 r—7To
©(0,2) = ¢ $(1 +sin(%2)), —H <2<, 2=,
2
1, T <z<oo,

was used which is the solution to the variational inequality corresponding to (3.42) when restricted

to a radial direction. Here, r = /22 + y? is the radius, and the initial radius ro = 0.8 was chosen.
S T _ — 2 _1 7 _ 237

With h(¢) = h(p) = ¢*(3 — 2¢) the constants are [ = 5, H + H — 2J = 3577, and hence

N H+H-2J]
K 21

For u initially the 1D profile (3.68) of the travelling wave solution in Subsection 3.4.1 in radial
direction was taken. As in the 1D case u/ = —1.5, v = £ (u™ — u) = 0.25 and u™ = —2.0.

For a first set of simulations the domain D = [0,2]* was considered. The grid constant was
fixed and set to Az = 0.004, but ¢ was changed. At different times the distance of the level set
p = % from the origin depending on the angle 8 with the z-direction was measured. Again, the
values at the grid points were linearly interpolated. This procedure resulted in the following values
at t =0.5:

~ 0.554201419.

w1

without correction
B=20°| p=15° | 3=0°

with correction
B=20° | p=15° | 3=0°

e=0.2 1.276891 | 1.277098 | 1.277356 || 1.122416 | 1.122630 | 1.122895
e =0.141421356 || 1.239878 | 1.240082 | 1.240335 || 1.131427 | 1.131635 | 1.131896
e=0.1 1.212321 | 1.212519 | 1.212761 || 1.137193 | 1.137395 | 1.137644

| k

[ 0.851281 [ 0.850897 | 0.850106 ]| 1.287845 | 1.289176 | 1.293952 |

The distances as well as the order of convergence do not essentially depend on the angle. The order
of convergence is much better if the correction term is taken into account. Besides the change in
the radius when changing ¢ is much smaller if a correction w; in considered.

For a second set of simulations the larger domain D = [0,8]? with the fixed grid constant
Az = 0.02 allowing for larger time intervals in acceptable computation time was considered. The
same measurements as above were done at ¢t = 1.5:
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without correction with correction
B=20° | B=15° | B=0° | p=20° | B=15° | B=0°
=02 2.398226 | 2.398924 | 2.399661 [| 1.851693 | 1.852492 | 1.853469
e = 0.141421356 || 2.277925 | 2.278367 | 2.278668 || 1.889131 | 1.889779 | 1.890377
e=0.1 2.180093 | 2.180095 | 2.179580 || 1.910175 | 1.910433 | 1.910311
| k | 0.596551 | 0.589719 | 0.576271 || 1.662103 | 1.704448 | 1.777240 |

The results are qualitatively the same as before. Fig. 3.1 shows that, in both cases, the convergence
rates decrease in time. At ¢ = 0.05, convergence rates of about 1.76 (with correction term) and 0.79
(without) on the coarsen grid are obtained while before, on the finer grid, the values are about 1.29
and 0.85. This demonstrates that the numerical computation of the order of convergence must be
considered with care. In particular, it is indispensable to assess the measured values for the phase
transitions itself.

3.4.3 Binary isothermal systems

To model phase transformations in systems with non-trivial, non-linearised phase diagrams (see,
for example, Fig. (3.2)) a u-dependent correction term has to be introduced. In this subsection
it is demonstrated that the approach with the correction term in fact enables to obtain a superior
approximation behaviour in this case as well.

Since (u1,u2) € TX? it is sufficient to consider u;. The following reduced grand canonical
potential is postulated:

1 -
P(uo, ut, @) = 3 ((U0)2 + (U1)2) + ()\(Uo — Upes) + Glu1)?(3 — 2U1))(1 — h(p))

with constants u,.f = —1.0, A = G = 0.1. The two phases [ and s are in equilibrium if [¢)(u)]} =0
by (2.26). Here the equilibrium condition reads

G
Uy = Uref — X(u1)2(3 — 2uy). (3.69)

From this condition the phase diagram in Fig. 3.2 can be constructed using the relations 7" = ;—01

and ¢; =, = u1 — 6Ghs(p)ui(1 — uy) where hs(p) := 1 — h(p). Besides it holds that
[e1(u1)]l = 6Gu1 (1 — uy).
For the isothermal case, i.e., ug is constant, equation (3.37a) and
Orc1(u1) = 0¢) uy (U1) = DimassOpztin

were numerically solved in the domain D = [0, 28] for ¢ € [0,40]. The mass diffusivity Dpqss = 0.4
was taken. Homogeneous Neumann boundary conditions were imposed. Initially, for u; a profile
as in (3.68) for uy was chosen,

I Do V(@ = @0)), @ > a0, (3.70)

+ (uf — exp(—
w1 (0,2) = {ul,oo (u] — u1,00) €xp(
Uy, xr < xg.

By

Uy = €1, h’S(gO) = 07
7126;;3(@ (6Ghy(p) — 1+ \/(6Ghs(p) — 1)2 + 24Ghy(p)c1),  hs(p) >0,

the potential is expressed as a function in (c1,p). Because of the fraction, this is numerically
unstable as hs(¢) — 0. The value u; = ¢; was taken if 6Gh4(¢) < 1074, but checks were done with
different cut off values. The following results do not essentially depend on the cut off value.
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Choosing ul = 0.6 for the interface value, the equilibrium concentrations are cgl) = 0.6 and
cgs) = 0.456. To model the solidification of an alloy of concentration 0.456, cgl) and vy decayed
exponentially to this value by setting u1 oo = 0.456. For u; = u{ = 0.6 the equilibrium value for ug
is Ug,eq ~ —1.648 which corresponds to a temperature of T,, ~ 0.6067. To make the front move the
system was undercooled with a temperature of T' = 0.55, i.e., ug = 0%535' Formula (3.63) yields an
estimation of the initial velocity of the front: with wy = 0.08 it holds that v ~ wio(uoyeq —up) ~ 0.2
The initial position of the front xg = 8.0 was appropriately chosen such that there was no interaction
with the external boundary. Initial values for ¢ again were defined as in (3.66). By (3.59), the

correction term is (h and h are chosen as before)

([er (Ul)]ls)2 H+H+J
Dmass 21 '

w1 (ul) =

Equation (3.70) does not describe the profile of a travelling wave solution, but a nearly travelling
wave solution is observed (see Fig. 3.2). The following transition points of ¢ were computed: At
t=10.0

without correction with correction
0.4 0.2 0.4 0.2

0.04 10.1909 | 10.1605 | 10.1332 | 10.1019 || 10.0922 | 10.0917 | 10.0851 | 10.0682
0.025 || 10.1938 | 10.1661 | 10.1440 | 10.1240 || 10.0949 | 10.0970 | 10.0957 | 10.0901
0.02 10.1945 | 10.1674 | 10.1465 | 10.1289 || 10.0955 | 10.0982 | 10.0981 | 10.0950

and at ¢t = 20.0
without correction with correction
0.4 0.2 0.4 0.2

0.04 12.3851 | 12.3232 | 12.2675 | 12.2049 || 12.1859 | 12.1843 | 12.1709 | 12.1375
0.025 || 12.3910 | 12.3344 | 12.2896 | 12.2491 || 12.1915 | 12.1952 | 12.1922 | 12.1811
0.02 12.3923 | 12.3369 | 12.2945 | 12.2589 || 12.1928 | 12.1976 | 12.1971 | 12.1907

In view of the positions with correction term it is remarkable that the behaviour in € is not monotone,
but comparing the values for the different grids it seems that this behaviour can be explained by
numerical errors. If the correction term is considered and if the ratio £/Ax is small enough (as was
already mentioned in Subsection (3.4.1), a ratio of 5v/2 is sufficient which means that for ¢ = 0.2/v/2
a grid spacing of Az = 0.02 is necessary) then the changes in the interface position are of order
1073 when changing . If the correction term is not considered deviations of several grid points
are possible. This behaviour in € indicates that the approximation of the sharp interface solution
(an explicit solution to the corresponding sharp interface model to compare with is not known) is
improved thanks to the correction term.

3.4.4 Binary non-isothermal case

A better convergence behaviour can also be observed if multiple conserved quantities are considered.
The following reduced grand canonical potential is postulated:

1

W(uo, ur) = 5 ((u0)? + (u1)?) + (Mo — ttres) + Glur — ue)) (1 = b))

with constants ur.f = —1.0, u, = 0.6, A = G = 0.2. For the energy e = ¢ ,,, the flux KVug with
K = 4.0 and for the concentration ¢; = 9, the flux Dy,qss VU1 with Dyyess = 0.1 is postulated,
i.e., there are no cross effects between mass and energy diffusion. Since [c;(u)]} = G and [e(u)]} = A
are independent of u the correction term (h and h are chosen as above)

wr = (3 + pos ) T2 & 0.8655555
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Phase Diagram Profiles of catt =0, 6, 12, 18, 24, 30, 36

1 0.6
0.95- phase | 0.58- i
0.9+
0.56 B
0.85-
0.8k 0.541 b
+ 0.75f 00.52F 1
0.7+ 0.5 i
0.65F
0.481- q
0.61
phase s
0.55} 0.46 B
05 . . . ; 0.44 | | | | |
0 0.2 0.4 0.6 0.8 1 0 200 400 600 800 1000
c 1=[0.0, 28.0], h = 0.025

Figure 3.2: On the left: phase diagram for a binary mixture computed from (3.69); ¢ = ¢;. On
the right: profiles of the solution ¢ = ¢; for the binary system in Subsection 3.4.3 during the
evolution, ¢ = 0.4; the figure indicates already that there is only a negligible influence of the
boundary conditions on the evolution as gradients of ¢; don’t vanish only in the transition region.
But simulations on domains with different lengths were performed to verify this conjecture.

is constant. Usually temperature diffusivity is much faster than mass diffusivity so that the influence
of the concentration part on the correction term is much larger.

In equilibrium (cf. (2.26) in Subsection 2.4.1 for the conditions) the linear relation u ¢q — te =
U,eq — Ures holds. For u; = u. = 0.6 and ug = upey = —1.0 (v TO) = Tyer = 1.0) the equilibrium
concentrations are ¢\’ = u; = 0.6 and ¢! = u; — G = 0.4.

The differential equations were solved for z € D = [0.0,1.4] and t € I = [0.0,0.5]. Initial values
for ¢ again were defined as in (3.66) with an interface located at xy = 0.6 away from the boundaries.
Setting w1 (t = 0) = 0.6 and ug(t = 0) = —1.0, initial values for ¢; and e were obtained from ).
For ¢ and u; homogeneous Neumann boundary conditions were imposed. The same boundary
condition was imposed for ug in x = 1.4, but on the other boundary point the Dirichlet boundary
condition up(xz = 0.0) = —1.25 was imposed which corresponds to an undercooling of % and made
the transition point move. Setting wy = 0.08 and o = 1.0 and, at ¢t = 0.4, measuring the interface
position the following results were obtained:

0.4 0.2 0.1

with 0.002 || 0.704470 | 0.708335 | 0.710319

correction | 0.001 0.710339 | 0.711441 | 0.712032

without 0.002 || 0.730570 | 0.726796 | 0.723258

correction | 0.001 0.723281 | 0.720480 | 0.718347
0.2

The computations for e = > reveal that the error due to the grid is small compared to the deviation
due to the different values for e. Computing numerically the order of convergence yielded the values

k ~ 1.8 with correction term and k =~ 0.6 without correction term when comparing the runs for

e {%2 02 011 Gimilar results were obtained at ¢ = 0.5:

V21 V27 V2
Az\e 07; 0.2 0—\/§ 0.1 0—\/5
with 0.002 || 0.738533 | 0.743021 | 0.745364
correction | 0.001 0.745390 | 0.746678 | 0.747364
without 0.002 || 0.772149 | 0.766629 | 0.761871
correction | 0.001 0.761900 | 0.758197 | 0.755408
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Chapter 4

Existence of Weak Solutions

The goal of this chapter is to show that weak solutions (u,¢) exist to the system of parabolic
differential equations

N
j=0

w(¢a v¢)at¢a =V [£8 oM (¢7 V¢) — G ¢, (¢a v¢) — W, (¢) + ’l/),¢a (’LL, ¢) - A

where 0 < ¢ < N and 1 < a < M with A given by
M

D Va9, (6.V9) — a4, (6, V) —we, (6) + Y. (1, 8))

a=1

1
A= M
as stated in Definition 2.5 in Subsection 2.4.3 (the ¢ is dropped since it is not essential any more
for the following analysis). In view of reduced grand canonical potentials as in Subsection 2.4.2
difficulties arise from the growth properties of such potentials . First, the fact that ¢» — oo if
the temperature tends to infinity, i.e., if ug " 0, must be handled. Second, a linear growth of ¢
in @ = (u1,...,un) means that a control of terms involving 1, in general do not provide much
information or a control of w itself any more, in contrast to the case of a quadratically growing .

To precise these problems, suppose that the existence of solutions to approximating problems
can be shown as, for example, a Galerkin approximation or solutions to a time discrete problem
(here, a perturbation method will be used). In order to obtain a solution to the original problem
from the approximations, often, convergence in certain LP spaces is necessary. In view of the Riesz
theorem, estimates of differences of the form f(x + h) — f(x) for small h are needed which are
usually obtained from a priori estimates. In the case of parabolic differential equations the term
with the time derivative yields a control of terms involving time differences, but in the present case
only for ¢, and the above stated growth properties make it difficult to deduce a control of time
differences for wu.

Not only the time differences impose difficulties. Standard a priori estimates gained by testing
the first equation with u; and the second one with 8;¢, yield a bound for Vu in L? from the
diffusion term. But the weak growth of ¢ in u provides no estimate of u, whence the mass of u is
not under control. In order to overcome this problem, suitable boundary conditions differing from
the conditions in Definition 2.5, i.e., (2.32¢) and (2.32g), are imposed, namely Robin boundary
conditions of the form

N N
=D Lij (W, ), 0)Vu - vewr = Y Bij(ug — uses)
=0 j=0

where 0 < i < N. The function upe = (Upe0,-- -, Upen) : I x O — YV and the coefficient matrix
B = (Bij)i,; have to fulfil certain consistence conditions which will later be stated precisely. Then
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these boundary conditions provide a control of v on the boundary of the domain under consideration,
hence the Poincaré inequality gives the desired control.

The procedure applied in the present work is as follows: First, a reduced grand canonical poten-
tial of quadratic growth in u is considered. The terms of strongest growth are not multiplicatively
coupled to the phase field variables which means that there are restrictions on how to interpolate
given potentials ¥(®) for the possible phases in the sense of (2.28). Existence of weak solutions is
shown using the Galerkin method. Thanks to the quadratic growth, the above stated difficulties
do not arise, and generically derived estimates are sufficient for the limiting procedure.

The idea to solve the alloy problem is then to approximate a potential ¥ of linear growth in u
by potentials 1*) = 1 + v|i|? of quadratic growth and let v N\, 0. Applying methods of Alt and
Luckhaus [AL83], this procedure successfully generates a weak solution to the limiting problem.

Under a strong assumption on the diffusion matrix, namely, the exclusion of cross effects in mass
and energy diffusion, it is also possible to manage the terms of the structure ¢(©) (ug) := —In(—ugp)
in the example in Subsection 2.4.2 for ¢. Here, an approximation g\ (ug) of quadratic growth is
used and ideas of Alt and Pawlow [AP93] are applied when letting n \, 0. Unfortunately, the last
limiting procedure is only possible for potentials 1" of quadratic growth in @, whence the problem
corresponding to the example in Subsection 2.4.2 still remains open. This is because mixed terms
of the form |ug(t + h) — uo(t)||a(t + h) — 4(t)| appear and cannot be appropriately estimated. It
should be remarked that Luckhaus and Visintin [LV83] can show existence of a weak solution in this
case, but without coupling to phase field equations. Their work is based on [AL83], and they use an
approximation of ¢(® with function of linear growth. They need a strong assumption on the energy
flux to obtain ug < 0 in the limit. Eck [Eck04] proved existence and uniqueness of weak solutions to
a model for a binary mixture involving two conserved quantities (internal energy and concentration
of one of the components). Allowing for a free energy density as in Subsection 2.4.2 the problem
is formulated in terms of the temperature and the concentration. The energy equation is linearised
in the temperature by appropriate choice of the temperature diffusion coefficient similarly as in
Subsection 2.3.2. But a degenerate mass diffusivity of the form De¢(1 — ¢), D being a material
constant and ¢ the concentration, is considered. Some additional difficulties arise from anisotropic
surface energies.

A remark on the phase field equations: Since the focus lies on handling « and 4, the functions for
the phase field variables a and w are 'nice’ in the sense that the managing of the order parameters
is kept simple throughout this chapter. In particular, the same boundary conditions as in (2.32f),
namely

A Vo (¢7V¢) *Vext = 0, 1 <a< ]\47

are imposed. Special difficulties do not appear except perhaps in the coupling term to the ther-
modynamic potentials ¢ 4. In works of Colli, Gajewski, Horn, Krej¢i, Rocca, Sprekels, Zheng et
al. (for instance cf. [SZ03, KRS05], but see also the references therein), non-local models for the
phase field variables and the temperature are considered where again the difficulties due to the
logarithmic term in the free energy density (corresponding to the term ¢(®) in the reduced grand
canonical potential) appear. Multiple conserved quantities are not considered there. Concerning
the Penrose-Fife model in Subsection 2.3.2, which is the simplest model involving the above stated
difficulties, the articles of Horn et al. and Klein [HLS96, Kle02] should be mentioned.
Necessary for a well-posed problem are initial conditions

u(t = 0) = Uje, ¢(t = 0) = ¢ic

as in (2.32d). It is clear that they must fulfil certain consistence conditions. For example, when
considering the problem involving ¢(®) = —In(—ug) the initial value for ug should satisfy ug ;. < 0.

In this chapter, numerous estimates appear involving constants independent of the variables but
only from given data as the considered domain 2, the time interval I = [0,7] etc. In spite of the
fact that they may change from line to line they remain denoted by C.
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4.1. QUADRATIC REDUCED GRAND CANONICAL POTENTIALS

When applying compactness methods, convergence results in general only hold for subsequences.
For shorter presentation, throughout this chapter this is usually not explicitly stated, and it was
abstained from an indication on the indices. Moreover, the isometric isomorphisms LP(I x §2) =
LP(I; LP(Q)) often are implicitly applied.

Several theorems and results used in this chapter are listed in Appendix D (without proof
but references), namely, results on Dirac sequences, the Picard-Lindel6f theorem, the Lebesgue
dominated convergence theorem, Rellich and Sobolev embeddings, the Poincaré inequality, a trace
theorem, the Riesz theorem, and the Gronwall lemma. In the following, precise references to these
facts are therefore sometimes omitted.

4.1 Quadratic reduced grand canonical potentials

4.1.1 Assumptions and existence result

Let Q C R be an open bounded domain with Lipschitz boundary, d € {1,2,3},and I = (0,7) C R
a time interval. Definition 1.1 motivates the following definition involving functions mapping to
P

4.1 Definition Let D C R* together with the Lebesgue measure. The space H'(D; H%M) consists
of all measurable functions ¢ : D — HXM such that the square of ¢ and the square of its weak
derivative V¢ : D — (TXM)4 are integrable. The space H'(D; TXM) is defined analogously.

Let YV := Rx TEY. The tangent space of YV in some point y € YV can naturally be identified
with YV again so that also the space H'(D;Y ™) becomes well defined. The set D stands for  or
I xQ.

Assume the following;:

E1 The reduced canonical potential satisfies

Y € (YN x HEM), (4.1a)

V- (U, d)v > kolv|? Yo e YN, (4.1b)
[w - Y o (w0, P)v| < K1 |w||v] Yw,v € YN, (4.1c)
1.6 (u, d) - ¢| < k(1 + |ul) V¢ e TEM, (4.1d)

v - P up(u, @)C| < kslvl[¢] voe Y, (eTsM, (4.1e)
[1(0, )| < ka, (4.1f)
[Y,u(t; @) - o] < ks (L + [ul)[v] voe vy, (4.1g)

9 (u, §)| < ko (1 +[ul), (4.1h)
(uu()) " € COHYN x HEM Lin(YN, YY), (4.10)

for all (u, ¢) € YV x HEM where the k; are positive constants. It should be remarked that the
assumption (4.1i) indeed is redundant but follows already from (4.1a)—(4.1c). This is shown
in Lemma 4.7 in Subsection 4.2.2. For completeness, it has been listed again.

E2 For the Onsager coeflicients it holds that
Lij € COYYN x HEM)n L= (YN x HuM). (4.2a)
Uniformly in its arguments the coeflicient matrix fulfils

L= (Lij)f\,[jzo is symmetric and positive semi-definite, (4.2b)

ker(L) = span{(0,1,...,1) € RV} = (YvV)*. (4.2¢)
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E3

E4

E5

E6

Moreover, when restricting the matrix L on YV, the smallest eigenvalue is uniformly bounded
away from zero, and the largest eigenvalue is uniformly bounded away from infinity,

v L(y, ¢)v > lo|v|? Yo e YN (y,¢) € YV x HEM (4.2d)
w - L(y, ¢)v < Lo|wl||v] Vw,v € YN, (y,¢) € YV x HEM (4.2e)
where 0 < lp < Lg are constants and | - | is the Euclidian norm on YV induced from RN*1.
The multi-well potential w(¢) satisfies for all ¢ € HELM
w e CHHZM), (4.3a)
[w(®)| < wo(1+ o), (4.3b)
|w,6(¢)] < wi(1+[]P), (4.3¢)
w() = wa|gl” —ws, (4.3d)
where the w; are positive constants. Here, p > 2 is such that 1 — g > f% or, equivalently,

p < 6ifd=3and p < 0o if d < 2. Observe that by Theorem D.4 H(Q2) — LP(Q) is compact,
and if ¢ € LP(I x Q; HEM) then w 4(¢) € LP" (I x Q; TEM) with p* = the dual exponent
to p.

_p_
p—1

The gradient term a(¢, V) fulfils
a € CHHZM x (TRM)d), (4.4a)
a(¢, X) > ao| X|?, (4.4b)
a(¢, X) < a1 (¢ + | X[?) (4.4¢c)
a.p(0, X) < az (|| + IXI) (4.4d)
a,ve(9, X) < az(|o] + |X]), (4.4e)
(a.v6(h, X) — ave(d, X)) : (X — X) > as| X — X|%, (4.4f)

for all ¢ € HEM and X, Xe (TYM)? where the a; are positive constants.

The kinetic coefficient satisfies
we OO HEM x (TEM)d), (4.5a)
w(é, X) > wo, (4.5b)
W( ) < Wi, (45C>
(w()~t e COtEEM x (TEM)), (4.5d)
for all ¢ € HEM and X € (TEM)? where the w; are positive constants. Condition (4.5d)

follows from (4.5a)—(4.5¢) (see Lemma 4.7) and has only been stated for completeness. In
general, assumption (4.5a) is in conflict with (2.8b) since the homogeneity of degree zero can
cause w to jump in X = 0. In a small ball around X = 0 it may therefore be necessary to
smooth out the kinetic coefficient for the (4.5a) is fulfilled.

The initial data fulfil
wie € L2 YY), ¢ie € HY(Q; M) 0 L2 (0 M), (4.6a)
and are such that

/Q |:1/},u(uica d)w) * Uje — "/)(uic; d)zc) + w(d)zc) + |v¢zc|2:| dx S C. (46b)

Observe that it follows already from (4.3b) and (4.6a) that w(¢;.) € LY(Q) and |Vi.|* €
L'(Q) whence the two last terms could be dropped.
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E7 For the boundary data it holds that

upe € CO(T x 0 YN) N L2 (I; L2 (09; YY), (4.7a)
B = (Bij)N—y € COT x 09, Lin(Y ™, YN)). (4.7b)

Moreover, the matrix of coefficients 3 is symmetric and satisfies

ker(8) D span{(0,1,...,1) € RN} = (y M)+, (4.7¢)
|w - B(t, x)v| < Br|w||v] Vw,v € YN, (4.7d)
v B(t, ) > Bolvf? Yo e YV, (4.7¢)

for all (¢t,2) € I x 0 where 0 < By < (1 are constants.

4.2 Remark Some additional comments on the above assumptions:
e The assumptions E2 on the Onsager coefficients imply that the diffusion is not degenerate.

e If d = 3 then p < 6 in the growth assumption in E3. But this restriction is necessary in order

to obtain the strong convergence of the gradients of the phase field variables in Subsection
4.1.5. There, a difference of test functions is chosen which only in L”(I x ) converges to zero
so that (4.3c) is necessary.
The growth assumptions are only needed if the phase field variables become big which means
that one of them is far away from the Gibbs simplex X . But for the asymptotic analysis in
the previous chapter only the behaviour around X is of interest, and the growth of w far
away is not involved. Thus, w could be replaced by a function of smaller growth away from
M,

e Assumption (4.4f) is imposed to obtain strong convergence in the gradients of the phase field
variables. For gradients terms with no explicit dependence on ¢ as in (2.17a) this holds true
if the coefficients matrix (Jog)a,g is positive definite. For the more general type (2.17b) it is
not clear when the growth assumptions (4.4d) and (4.4e) are satisfied. This problem is left
for future research.

e Continuity of the boundary data uy. and 3 with respect to t is necessary to obtain a solution
to the ordinary differential equations resulting from the Galerkin approach. In applications,
rapid changes on a smaller time scale than the evolution can be modelled by instantaneous
changes, i.e., jumps in the conditions. It may be possible to allow for more general boundary
data (in some LP space for example) using some approximation arguments for the boundary
data and, after, compactness arguments as presented below for the corresponding solutions.

o Assumption (4.7c) is due to (1.4) and reads
N
> By =0 Vje{o,...,N}.
i=1

4.3 Theorem If the assumptions E2—-E7 are fulfilled then there are functions

uwe L2(LHYQ YY), ¢e HY (I x QHRM) N LP(I x Q; HRM) (4.8a)
such that
o(t,) — ¢ic in L2(Q;HEM) ast \, 0 (4.8b)
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and such that

0= // [ — at’l) . ("/),u(ua ¢) - "/),u(uim d)zc)) +Vuv: L(’l/)ﬂL(flJ,7 (b)’ ¢)Vu dadt
I1JQ

+/I/6Qv - B(u — upe) dHtde
+ [ [ [ol0. 900010+ agolo. Vo) : V] dadt

+/I/Q [a,¢(¢’,V¢).§+wﬁ¢(¢) ¢ — 1 p(u, P) .4 dzdt (4.8¢)

for all test functions v € HY(I x ;Y N) withv(7) = 0 and ¢ € H*(I x Q; TEM)NLP(I x Q; TEM).
Proof: The proof will be given in several steps corresponding to the following subsections:

e For a Galerkin approximation, the existence of solutions (u(™),$(™)) mapping into finite di-
mensional subspaces Y (") x X (™) of HY(Q; YN) x H'(€; TEM) is shown. The set of admissible
test functions is restricted, too.

e Uniform estimates in n are derived by testing with appropriate functions. It is shown that
form<n

IN

C,
C.

™ | Lo (rr2 v )y + IV ™ | n2rp2 0002y + 1006 L2 1oy om )

IN

16 L (1 sy + (VO™ L (ri2(@irmans) + 106 | L2z L2@irs )

e Thanks to the imposed regularity and growth conditions in E1-E5, the above estimates are
sufficient to go to the limit as n — oo in most of the terms in the weak formulation of the
Galerkin problem.

e Strong convergence of Vé(™ to some limiting function V¢ in L? has to be shown in order to
handle the terms involving w, a 4 and a v¢. The idea is to use ¢ = ¢ — 4§ as test function
in the Galerkin system and to use (4.4f) to get |[Vé(™ — V| under control. The fact that
¢ is no admissible test function for the Galerkin system makes it necessary to construct an
approximation appropriately converging to ¢.

e To conclude the proof, assertion (4.8b) is shown.

4.1.2 Galerkin approximation

Let {so,51,52,...} be a set of functions in L>°(Q) constituting a Schauder basis of H'() such
that the matrix ((sl, sj)Lz(Q))an:O is regular for each m € N. Furthermore, let {vg,...,uny_1} be
a basis of YV = R x TEN ¢ RN+, Then the functions vxsm =: enmir, 0 < K < N — 1,
m = 0,1,2,..., are elements of L>(Q;Y®) and constitute a Schauder basis of H'(£2;Y") such
that ((e;, €j)L2(Q;YN))fj:O is regular for each k € N. Analogously, let {(p,...{pm—2} be a basis of
TSM ¢ RM. Then the set of functions (ssm =: by—1ymss, 0 < J < M =2, m =0,1,2,...,
in L>°(Q; TEM) constitute a Schauder basis of H(; TSM) c LP(Q; TXM) (with p from (4.3b)-
. k
(4.3d), cf. Theorem D.4 for the embedding) such that ((b;, bj)L2(Q;TZZ\/I))Z.7j:O
ke N.
Given some n € N define N,, :== Nn+N -1, M,, := (M —1)n+ M —2, and the finite dimensional
Galerkin spaces

is regular for each

Y™ .= span{e,,,0 <m < N, } ¢ HY(Q; YY), (4.9a)
XM .= span{b,,,0 < m < M,,} ¢ HY(Q; TEM) c LP(Q; TEM), (4.9b)
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and consider the Galerkin ansatz

MTI,
u™(t, z) ZW M (er(x) € YN, oM () =1+ ¢t (0)bi(z) e HEM. (4.10)
=0

The aim is to solve the following problem:
Find (u™,¢™) € CY(I;Y™) x C*(I; X)) such that int =0

Ny,

u™(0,z) = UE:)(JU) = kz_o (ic, ek)L2(Q;YN)ek(x) (4.11a)
M,

¢(n) (0’ ‘T) = ¢E?) (‘T) = (¢ica bl)L2(Q;TEM)bl($)a (4'11b)

(=)

=

and such that for eacht € I
0= / [0 (W (0, )9 + s (™, 606 |

/ Vo - I, <n>7¢<n>)7¢<n>)w<n>} dr + / {v(”)-ﬂ(u(")fubc)} dH1
o0

|
/ [w (6™, VM) . 9,6M 4+ VM : g g6, Wﬂ"))} d
|

[ (@™ 96) (6 = (™, 7)) do (4.12)
for all test functions of the form
Ny, M,
v =3 "otme e HYQYN), ¢ =3¢ty e B TEM) € LP(; TEM)  (4.13)
k=0 =0

with real coefficients v*™) and (™).
The identity (4.12) is linear in (v(™), ¢(™), therefore the problem reduces to find a solution to

[ @) @02, 67 1.2) - ae) ) 0 1)

/ ems (@) + (s (u™ (t2), 9 (¢, 2)) - b)) dx) 09" (1)

Q
- (4.14a)

[ (Tona(@) 0,906 (0,2, 96 (1.0) + b (0) - 0,6 (.2) 70 (1,2)) do

+ / bmz(x)-(w,d)(qs(")(t,z)) o (ul™ (¢, ), (b(”)(t,:p))) dz (4.14b)

for all my € {0,...,N,} and mz € {0,..., M,}.
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Using assumption (4.1b) and the properties of the basis functions {eg} it holds that

N, N, N, |2 Nn
/ Z €m, ~1/)7uu(u(”), d)("))ek dz > ko/ Zek dz = ko Z / e; - ejda > 0.
Qo k=0 2 |g=0 i,j=0"

Therefore, the symmetric matrix before the vector 9, (u(kvn) )i can be inverted. Similarly, assumption
(4.5b) and the properties of the {b;}; imply

M, M, 2

M,
/ Z w(@™, V" by, by dz > wo/ Zbl dz >0
2 s,1=0 Q1i1=o

whence the matrix before the vector d;(¢*™); can be inverted. By the assumptions (4.1i), (4.1a),
(4.2a), (4.3a), (4.4a), and (4.5d) on the regularity of the occurring functions all terms are Lipschitz
continuous with respect to the coefficient functions u*™)(¢) and ¢(*™ (¢), and thanks to (4.7a) and
(4.7b) continuous with respect to ¢. Applying the theorem of Picard-Lindel6f (Theorem D.1 in
Appendix D), there is a unique solution

(w™, ¢M) e CH(I; Y™ x C1(I; X ™). (4.15)

to (4.12) or, equivalently, to (4.14a) and (4.14b) subject to the initial data (ugf),@(':)) given in
(4.17a), (4.17b). In particular, the coefficients u(*™) and ¢("") are C'-functions.

Using test functions (v(™), (™)) of the form (4.13) with n replaced by m and coefficient functions
vFm) e CH(I) fulfilling v™)(7) = 0 and ¢ € CO(I), equation (4.12) becomes when partially

integrating with respect to t over I for n > m

0:‘//@Wm”wwwwwwn—maﬁ?w$Mth (4.16a)
I1JQ
+ / / Vo™ Lt (u™, ™), ™) - Vul™ dadt (4.16b)
I1JQ
+// o™ B — ) dHAdE (4.16¢)
1 JoQ
+ / / w(@™, V)¢ . 9,6 dadt (4.16d)
I1JQ

+ / / [vdm) :a7v¢(¢<">,v¢<">)+g<m>-a,¢(¢<">,v¢<">)} dadt (4.16¢)
I1JQ

(m) . (n)y _ (m) (n) 4n)
6 w6 = €0 . 6] (4.16f)

4.1.3 Uniform estimates

The goal is now to derive appropriate estimates to let n — oo in (4.16a)—(4.16f). For this purpose,
multiply (4.14a) by u(™™(t), sum up over m;, and integrate with respect to ¢ over some time
interval I = (0,7), T < T. Analogously, multiply (4.14b) by 9;¢(™>™) sum up over my, and
integrate to find

0= /~/ [u(”) '8t7/1,u(u("), ¢(n)) _ at¢(n) '7/),¢(U(n), ¢(n)):| dadt
I1JQ

+ / / [qu : L(;/;,u(u("),¢<">),¢<">)vu<">} dwdt
1JQ

+ / /a ) [ B0l — )] re =
I
+ /I /Q [w(¢<">,w<">)|8t¢<">|2 + 0 (a(6™, V™) 4 w(¢<n>))} dadt
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/ / ul®),600) - ul®) — (™), §®)) + 0, (a6, V) + w(6™)) | dads

d
n / / [w(qb(”’,w("))latqﬁ(”’ﬁ+Z%u(”)- L(%(u(”),¢<">),¢<">)amu<”>} dwdt
=1

// <". (n fubc)} dHI1dt.
o

Here, the regularity assumptions on w, a, and ¢ were used again.
Thanks to properties of the basis functions {ej} and the {b;}; it is clear that, as n — oo,

ugg) — ;. almost everywhere and in L?(Q; YY), (4.17a)

Pic ™ bic almost everywhere and in H'(Q; HEZM). (4.17b)

Since the embedding H'(; HEM) «— LP(Q; HXM) is compact for p from assumption E3 it also
holds for a subsequence as n — oo that

o S hie in LP(Q;HSM). (4.17¢)

Altogether, (4.17a)—(4.17¢) yield, using the Lebesgue convergence theorem D.2 and the growth
properties (4.1g), (4.1h), (4.3b), and (4.4c):

Ya(ul? 65) — ¥ u(tic, ¢ic) in L2 YY) v (4.1g),
D(ul 60) = Pluie, dic) in L) by (4.1h),
< )) = w(éie) in L}() by (4.3b),

a(@l) Vi) = alpic, Vi) in L1(9) by (4.4c).

By (4.11a), (4.11b), and ( .6b) it follows that (the dependence on z is dropped)
[ [0 @67 @) - a0 = v 0,6 (@)] da
w(d™ (¥ ald™ (3 (n) (% x
+ [ [0 @) + a6 (0. 96 ()]

d
n / / {w(aS("),WS("))Ia@(”’IQ+Z<‘9mu(”>~L(w,u(u(’”,¢<">),¢(”>)8zlu(”>} dudt
iJa =1

+ / / {u(")~ﬂ(u(")7ub6)} dHtat
I1JQ

< [ [Pl o)l =0l 60) +w(ol) + a6l Tl da
= [ [Pt i) e = (e, ) + 0l + 0(6, Vo) e < C. (418)
Assumption (4.1b) gives
wyu(u(n), ¢(n)) ™ 1/,(u(n)7 ¢,(n))
_ /0 ' ;9 (0 (6™, 6™ - 9u™) — (Bu™, 7)) B — (0, )

_ /0(9u<n>.(¢ W (0u, $)uM)) 4 — (0, 6)

kon
> ™ -

87



CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

By assumptions (4.7d) and (4.7e), using Young’s inequality with some small § (which will later be
determined)

[/ [u(”) - Bu™ — ™ -ﬁubc} dH*tdt
IJog

50// |u(”)|2de*1dt—61// 1™ |upe| dH 1 dE
IJoo IJo0
(50*515)/i|\u(n)”%2(69) dt*C(ﬂl,CS)/iHubcH%z(aQ) dt.

Now, the estimate (4.18) yields thanks to (4.2e), (4.3d), (4.4b), and (4.5b)

v

Y]

/ 5 ™ D + walo™ D)F + ao| Vo (D) d
Q

+// [w0|at¢<”1|2 + lo|Vu(”)|2} dadt — // Sfrlu™PanTiat < C. (4.19)
IJa 1Jon
By the trace theorem D.6 there is a constant Cy,. such that

—561// |u(”)|2de‘1dt2—6ﬁlcTT[/ ™2 1 Va2 dzdt.
1J0Q 1JQ

Choose § > 0 so small such that Iy — §5,Cr, > 0. Then (4.19) gives

t
/Q ™ (F,2) de < © +/0 /Qéﬂlcmw (t,2)[ dadt.

Applying the Gronwall lemma D.7 on the continuous functions ¢ — [, [u(™ (¢, 2)|?dz yields
2C 268CTy 1

™ (t,2)|? dz < ==e™ o < C,
Q ko

and hence with (4.19)
U oo (L2 (0, V) Loo (1L (QHEM)) Loo(I;L2(9;(TEM)d))
[[ul™)] + o™ + V™|
+10:0™ |22 srsany + IVu™ | e rr2@rmyay < C. (4.20)

Multiply (4.14a) by continuous coefficient functions v(*™)(t) and integrate with respect to t over
I. With (4.1a), (4.2¢) and (4.7d), and (4.20) it follows that

‘ / / o™ - gy (™, 6™
I1JQ

= \ / / Vo™ L (u™, ¢, o) Vul™ dadt + / / o™ B — ) dHA AL
I1JQ IJoQ

IN

Lol Vo™ || g2 r, 2 ;v 3y I V0™ [l 21,120 v )0y

+ Bullv™ || 2.z o0y vy (1™ | 22122007 v y) + el 2212 (0.3~ )

IN

CHU(H)HLZ(I;Hl(Q;YN))
so that for all natural numbers n > m with some constant C'(m) independent of n
||at7/’,u(u(n),¢(n))HL2(1,(Y(m>)*) < C(m). (4.21)

By (4.1b) and (4.1e) |94t (u™, (™) > ko|0yu™| — k3|0:¢™|, hence from (4.20) and (4.21) for
n > m with some C(m) independent of n

105 ™ || Lo yomyy < Clm), (4.22)
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4.1.4 First convergence results

Since the Hilbert spaces L2(I; H(Q; YY), L2(I; L?(09; YY), and H(I x Q; HEM) are reflexive,
in view of (4.20) there are functions u and ¢ such that for a subsequence as n — co (as mentioned
in the introduction, whenever there are convergence statements in the following, in general, they
are only valid for subsequences which are relabelled with n again)

o™ = ¢ in H'(I x Q;HEM), (4.23a)
u™ <y in L2(; HY(Q; Y)). (4.23b)

The continuous trace map S : H'(Q) — L?*(99Q) of Theorem D.6 has a dense image since the
functions {f|aq : f € C*(R%)} are dense in L2(99) (cf. [Alt99], Section A6.5). Therefore, (4.23b)
provides

u™ —in L3(I; L*(09; YV)). (4.23¢c)

Since H'(Q;HXM) — LP(Q;HEM) is compact, LP(Q; HEM) — L2(Q; HXM) is continuous, and
since H(Q; HXM) and L2(Q; HXM) are reflexive, Theorem D.8 provides that the embedding

{c € LP(I; HY(Q; HZM)) : 9,¢ € L2(1;L2(Q;H2M))} — LP(I; LP(Q; HEM))

exists and is compact. Therefore from (4.20) and (4.23a) (in this context observe that clearly
Leo(I; HY(Q; HXM)) € Le(1; HY(Q; HEM)))

o™ — ¢ in LI(I x Q; HEM), (4.23d)
" = ¢ almost everywhere (4.23e)

for ¢ = 2 and ¢ = p the value in (4.3b)—(4.3d).

As Y™ ¢ gY QY N) ¢ L2 YY) = L2(Q; YY) = (L2 Y V) € (Y™)* there are the
embeddings H'(Q;YN) — L2(Q;YN) — (Y(™)* where the first one is compact. Moreover,
HY(Q; YY) and (Y("™)* are reflexive. Using again Theorem D.8

{5 e LI HY(Q;YN)), 0,6 € L*(I; (Y<m>)*)} — LY L2 (Q; YY) (4.24)
exists and is compact. By (4.1c), (4.1e), and using (4.20)
Ve (u™, o) < ka|[Vul™| + ks|Vo™| € L2(I; L2(92)),

and by (4.1g) ¥, (u™, ™) € L>(I; L*(Q;YN)). Using the estimate (4.21) and applying (4.24)
there is a function B € L?(I; L?(£;Y)) such that

Yo (u™, ™) = Bin L*(I; L*(9;Y"N)) and almost everywhere. (4.25)

Similarly, the estimates (4.20) and (4.22) together with (4.24) imply that there is some @ €
L*(I; L*(©; YN)) such that u(™ — 4 almost everywhere and in L?(I; L>(;YYN)). By (4.23b)
(the weak limit is unique) @ = u, hence

u™ — v almost everywhere and in L?(I; L?(Q; YV)). (4.26)

Together with (4.23¢) this furnishes 9, (u(™, (™) — 1, (u, ¢) almost everywhere. With (4.25) it
follows that B = 1 ,,(u, ¢), whence

Y (u™, ™) = 4, (u, ¢) almost everywhere and in L2(I; L2(Q; YN)). (4.27)
In the preceding Subsection it was already demonstrated that
wﬂu(u(") (”)) — 1 4 (Uie, Gic) almost everywhere and in L*(Q; YV). (4.28)

ic ) Tic
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From (4.2a) it follows that L(1, (u(™, $(™), (™) — L(1..(u, $), ¢) almost everywhere. By (4.2¢)
and again the Lebesgue convergence theorem

Lt (u™, ¢™), V0™ = L4 (u, ¢), d) Vo™ a.e. and in L2(I; L3 (€ (YV)))
With (4.23b) this implies
Vo™ L, (u™, ™), o) Vu™ — Vo™ . L (u, ¢),$)Vu in LH(I; LHQ)).  (4.29)

By (4.23e) and (4.26) 1 4(u(™,¢(™) — 9 4(u, ¢) almost everywhere. Using (4.1d), (4.20) and
the theorem of dominated convergence

V.o (u™, ™) = ¥ 4(u, ¢) ae. and in LA(I; L2 (4 YN)). (4.30)

Similarly, by (4.23¢) w 4(6(™) — w 4(¢) almost everywhere. By (4.3¢c) |w (™) [P" < C(wy)(1 +
|p(™|P). With (4.23d) and the theorem of dominated convergence

w 5(p™) — w 4(p) a.e. and in LP" (I x Q; TEM). (4.31)

4.1.5 Strong convergence of the gradients of the phase fields

The first goal is to construct functions strongly converging to ¢ in H'(I x ; HXM) and in LP(I x
Q; HXM) which are admissible test functions in (4.16a)—(4.16f).

Let P(I; H'(Q;HXM)) be the set of polynomials f : [0,7] — H(Q;HXM). Using stan-
dard density results (for example, cf. [Zei90], Proposition 23.2) these polynomials are dense in
HY(I; HY(Q; HEM)) whence in HY(I x Q; HEM). Since HY(Q; HEM) ¢ LP(Q; HEM) is dense the
set P(I; H'(Q; HXM)) is even dense in LP(I; LP(Q; HEM)) = LP(I x ;HEM). Let {f,}nen be a
sequence of polynomials in P(I; H'(Q; HEM)) with

fn—¢ in HY(I x Q;HEM) and LP(I x Q;HEM)  as n — oo,

The union of the Galerkin spaces X () := Unmen X (™) i dense in H'(€; HXM) and LP(Q; HEM).
By appropriate projection of the coefficients of the polynomials f, onto the spaces X (™), for each
n € N there are polynomials {fﬁm)}meN C P(I; X™)) with

) — £ in P HY(QHEM)) and P(T; LP(QHEM))  as m — oo
Taking an appropriate diagonal sequence

{6 nen = {£™ Inen
this means that there are functions ¢(™ e CO(I; X (™) with

¢ — ¢ a. e andin H'(I x Q;HEM) and LP(I x Q;HEM)  as n — oo (4.32)
and, in addition, thanks to (4.23d), for ¢ =2 and ¢ = p

(™) — QZ)(H)HL’J(IXQ;TEM) —0 asn— oo (4.33)

Now, let m = n in (4.16a)-(4.16f) and take v(™) = 0 and (™ = (¢(*) — gi;(")) as testfunction.

By (4.23d) for ¢ = p, the functions w 4(¢(™) are bounded in LP" (I x Q; TEM) (cf. the remark in

assumption E3). Then by (4.20) and using the growth assumptions (4.1d), (4.4d), and (4.5¢c), the
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convergence in (4.33) implies

/ / avs(@™, V™) : (Vo™ —vé%"))dxdt‘
I1JQ

IN

// (w(qj("), V¢(n))at¢(n) + a7¢(¢("), v¢(n))) . g(n) dxdt’
1JQ
+ /I /Q (w,s(¢™) = ¥ (ul™, ™)) - ¢ dzdt‘

< w9t | L2 (1,2 msny) ¢ |2 (1xyrmn

+ a2 (16| 2122 (@umsany) + IVO™ |2 rp2(0; crsnyay ) 1C™ | L2 rx s
+ Hw,rb(fﬁ(n))”Lv*(IxQ;TzM)||C(n)|\Lp(1xQ;TzM)
+ ko C (L + [[u™ || p2rp2iym ) ) IS [ L2 (1 x sy
< C(|\§(")HLP(IxQ;T2M) + HC(")HL?(IxQ;TzM)) — 0 asn— o0 (4.34)

y (4.32), (4.23d) for ¢ = 2, and by assumption (4.4e) the Lebesgue convergence theorem yields
a,ve(@™, Vo) = av4(p, Vo) in L2(I; L*(Q; (TEM)D)).

Since in addition V¢ = Ve — Ve — 0 in L2(1; L2(Q; (TSM)4)) by (4.32) and (4.23a) is
follows that

// a1v¢(¢(”), V(f)(")) : VC(") dzdt - 0 asn — oo. (4.35)
Q

The left hand side of (4.34) can be computed to
/ / a,76(6", V™) 1 (Vo) — V) dadt
/I / (0.96(6™, Vo) — a.vs(¢™, TH™)) : (V6™ — VE™) dadt
n / / 0,96(6™, VAM) : (Vo™ — V™) dadt,

Assumption (4.4f) applied on the first term on the right hand side now furnishes together with the
convergence results in (4.34) and (4.35) that

// Vo™ — Vo™ |2 dadt — 0 as n — oo
1Ja

which, in view of (4.23a) and (4.32), means that
o™ — ¢ in L2(I; H' (O HEM)), Vo™ — Vo ace. (4.36)
Using the growth and regularity assumptions in E4, The Lebesgue convergence theorem gives
a,76(6", V™) — a,v4(6, Vo) in L*(1; L2(9; (TS)7), (4.372)
0,96, V') = a,4(6, V) in L*(1; L2(Q; TSM)). (4.37D)
Moreover, for arbitrary test functions ((™), by (4.5a) and (4.5¢)
w(@™, VM) ™ - w(p, V)™ ae. and in L*(I; L?(Q; TEM))
whence, since 9;¢(™ — 9,¢ in L*(I; L*(Q; TYM)) by (4.23a),
w(@™, Vo)™ - 916" — w(g, V)C™ - 8, in L'(I; L (). (4.38)
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Finally, letting n converge to infinity in (4.16a)-(4.16f), the convergence results (4.27), (4.28),
(4.29), (4.23c), (4.38), (4.37a), (4.37b), (4.31), and (4.30) yield that (u(™, ¢(™) can be replaced by
(u, ¢). Altogether it holds for every m € N that

__// O™ u, ) = Q/J,u(uz'c,@c))} dzdt
1Ja

|

+/1/g [WW Vulu, @), qb)Vu} dgcchur//aﬂ <m B(u — upe) | dHA1at
|
|

4’/[/Q §(m ¢,V¢)3t¢+VC a,w)(d),qu)} dzdt
+ /I /Q ¢ - (0,66, V) + w,6(0) — (0, 9)) ] dadt wa9)

By appropriate approximation, this is valid for testfunctions
o™ e LA(LY™)yn HY(L L2 (Q; YY), ¢™ e LP(1; X ™) n HY(I; L2(Q; TEM))

satisfying v(™(T) = 0. Given arbitrary test functions v € H*(I x Q;Y") with v(7) = 0 and
¢ € HY(I x i TEM) N LP(T x Q; TEM) there are functions (v(™, (™)) of the above form with

o™ v in HY I xQ; YY),
¢ - ¢in HY(I x Q; TSM) N LP(I x Q; TSM).
Consider for example the procedure of defining qg(") for finding the (™ and similar operations for

finding the v(™). From (4.39) it then follows that (u,¢) is a solution to (4.8c). To conclude the
proof of Theorem 4.3, (4.8b) must be proven.

4.1.6 Initial values for the phase fields

Consider the set

= {Ce L2 H2(Q) 0 € LA L) | = H'2(I x Q).

Theorem D.8 provides that the embedding W — C°(I; L2(Q2)) exists and is continuous. Since the
smooth functions C°°(I x ) are dense in H'2(I x Q) the functions C1(I; H1?(£2)) are dense in
w.

4.4 Lemma The embedding
E:CYT; H2(Q)) — C%(T; L*(Q))
is compact.

Proof: It must be shown that, given a bounded series {(, }nen C CH(T; HV2(Q)), i.e.,

sup (I?ax 1allss @y + max 916 r Z(Q)) <, (4.40)
ne el

the series {£(¢,)}n € CO(I; L%(Q)) is precompact.
For this purpose, let § >0 and ¢; € I, j =1,...,1, such that

l
Tc|JBst)cR
j=1
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where Bjs denotes the ball of radius §. The set of functions (,(t;,-) € HY?(Q), n € N, j €
{1,...,1}, is precompact in L?*(Q) since by Theorem D.3 the embedding H'?(Q) — L2?(Q) is
compact. Therefore there is a finite number of functions & € L%(Q), i € {1,...,k}, such that

k
{Galtys )ng © |U Bs(&) € L) (4.41)

i=1

Considering mappings 7 : {1,...,1} — {1,..., k} define the sets
Sy = {Cn : Cn(tja ) S Bg(fﬂ(j)), V_j S {1, .. ,l}}

For every map m such that S is not empty choose some function (x € Sr.
Let n € Nand ¢t € I. Tt is clear from (4.41) that there is a mapping 7 such that ¢, € S;. With
j€{1,...,1} such that ¢t € B;s(¢;) is holds that

16a() = Gl < N16a(®) = Galt)llz2(e) (4.42a)
+1¢n(t5) = &xiill2 @) (4.42b)
Hll&r) = Gl L2 (4.42¢)
+ 116 (t5) = e (Bl L2()- (4.424)

The difference (4.42a) is estimated using (4.40) as follows:
16n(®) = CnEllz2 @) < 16n () = Calti)ll a2 @) < max ([0 Ga (7|2 ey £ = £5] < €.

Similarly, (4.42d) can be estimated, i.e., [|[((t;) — Cx(t)|£2(0) < C0. By the definition of the sets
Sr (4.42b) and (4.42c) are smaller than § respectively. Altogether
max [Gn(t) = Cr(B)llz2i) < 2(C+1)0.
€
Since § is arbitrary this provides the desired result: For every e > 0 (let 6 = ¢/2(C + 1) in the

above calculations) there is a finite number {(, }, of functions in the set {{,}, such that the whole
set {Cn}n is covered by e-balls around the functions {(r }x,

{Gabnen € | Be(G) € COT L2().

O

This lemma together with the extension principle for operators (cf. [Zei90], Section 18.12,
Proposition 18.29) yields that the embedding

W — C%T; L*()) is compact.

Observe that this result also holds when considering functions mapping into finite dimensional
vector spaces as the ¢(™. Indeed, since {¢(™},, € HY2(I x Q; HEM) the convergence result (4.23a)
implies that (for a subsequence as n — 00)

o™ — ¢ in CO(T; L*(Q; HEM)).
In particular, at t = 0 using (4.11b) and (4.17b)
160,) = bicllzarsary < 1160, = 6™ (0, ) [ z2(yrzanry + 16(0,) = dicll L2y

< lo- ¢(n)||CO(T;L2(Q;TEM)) + ||¢§Z> - ¢z‘c||L2(Q;TzM)

— 0 asn — oo.

This proves assertion (4.8b) and, hence, Theorem 4.3. U
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

4.1.7 Additional a priori estimates

In addition to proving Theorem 4.3, the convergence results in the previous subsections allow to
deduce estimates for the solution (u, ¢) which will turn out to be useful in the coming sections. It
is assumed that Gy > 0 in this subsection.

Replacing I by I in (4.18) there is already the estimate

— W™ (D), 6™ (D) - u ™ (F) — (™ (), 6 (3] de
pier ([ [0aa”(0.60 @) u(0) — v B, 6 0)] o
(6™ (D) + al(6™ (D). To™ (] de
# [ [we™ @) + e @), 76" @] ar)
d
(6™ V™[0, 2 ™) - L (™ 6™), 6)0, 1] d
[ O TN + 300 Ll 60 60 ani
+ / / [u<">-5(u<”>—ubc)} dHtdt < C. (4.43)
IJ0oQ
By (4.26) and (4.27)
/ o (™ (B), 6™ (F)) - ™ (F) dz — / v (u(®), 6() - u(F) dz (4.44a)
Q Q

for almost every ¢ € I. By assumption (4.1a), (4.23e) and (4.26) imply 1 (u(™, ™) — 1 (u, ¢)
almost everywhere. Using assumption (4.1h) and the Lebesgue convergence theorem it holds for
almost every ¢ € I that

/¢wwawwmm~/wwammm. (4.44b)
Q Q
By (4.23d) for ¢ = p it holds for almost every 7 € I that

lim inf / w(@™ (1)) dz > liminf / wal6™ (B)P dz — O > / walo (P de — C. (4.44c)

Since by (4.36) Vo™ (1) — V() in L*(Q; (TEM)?) for almost every # and since the L? norm
is weakly lower semi-continuous it follows with assumption (4.4b) that

lim inf / a(op™ (1), Vo™ (1)) d
znmmf//a0|v¢<n>(i)|2dzz//a0|v¢(z)|2dx. (4.44d)
n—oo JrJa 1J0
Analogously, since by (4.23a) 9;¢(™ — 9,¢ in L?(I; L?(Q; TEM))
lim inf / / w(e™, V(™) |9,0™ |2 dedt > / / woldro|? dadt, (4.44¢)
I1JQ I1JQ

n—oo

and since by (4.23b) Vu™ — Vu in L?(I; L*(€; (YN)?)), assumption (4.2d) yields
lim inf// V™ L(wyu(u(n), ¢(n))7¢(n))Vu(") dxdt
> lim inf / / lo|Vu'™|? dedt > / / lo|Vu|? dzdt.  (4.44f)
nmee JrJa I1JQ
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4.1. QUADRATIC REDUCED GRAND CANONICAL POTENTIALS

Finally for the boundary terms by (4.23c) and for ¢ small enough (such that fy := Gy — 661 > 0,
remember that Gy > 0 was assumed for this subsection)

lim inf / / u™ - B(u™ — up) AR dE
I1J00Q

zliminf(ﬁo—éﬁl)// |u(")|2de_1dt—61// [upe|* dHA1dt

n—oo 1J0Q 1J09

262// lul> dH*1dt — C. (4.44g)
I1JoQ

Due to (4.44a)—(4.44g), in the limit as n — oo the estimate (4.43) yields the following entropy
estimate:

esssUDje /Q [w,u(u(%) ¢(t)) - u(t) — (u(t), (1)) + wald(H)[" + ao| V(%)

// w0|(9t¢|2+lo|Vu| dzdt+ﬂg// lul?dHI1dt < C. (4.45)
o0

}dx

Now, define for times 0 < t; < to <7 — 0 and small 6 > 0 the functions

Oa tg[tlatQ"'(S]a
(t) = $(t—t1), t € [t1,t1 + 0],
Xl =01 t e (ty 4 6,t2),

Lt = (t2+0)), teta,to+ 4.

Since u € L2(H*2(; YY)) and

5 t € [t t1 + 4],
X:;(t): 7%5 te [t25t2+5]7
0, elsewhere

it is clear that v(t,z) = xs(t)(u(ta, z) — u(ty,z)) € HY2(I x Q;YN) for almost every t1,t,. The
properties of the convolution (see Theorem D.11 in Appendix D, the functions (s5(t) = %X(HH) (t)
where X(; 744) is the characteristic function of the interval (¢,7 + &) constitute a Dirac sequence)
and the fact that v, (u, ¢) € L?(I; L?(;YN)) by (4.27) give

f”/w maa/w (u(D), (1)) dz

for almost every ¢ € I. Inserting the function v and ¢ = 0 in (4.8c) yields for almost every t1,ts in
the limit as 6 N\, 0 (the dependence on z is dropped and L(t) := L(v ., (u(t), ¢(t)), ¢(t)) was set for
shorter presentation)

t1+0
0= /t /Q_%(U(m) —u(t1)) - (Yu(u(t), d(t) — ¥u(ic, dic)) dudt

_|_
. S
+
>
S
=<
>
—
=
<
<
=~
N
N~—
I
<
S
=
N~—
<
I
—
0.
8
Q.
SN



CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

= [ (ulta) = ) - (8 u(t2). 602)) (). 9(1)
+/t i /QV(u(tg) — u(ty)) - L(t)Vu(t) dzdt
+/t 2 /{99(u(t2) —u(t)) - B() (ult) — upe(t)) dHIdt.

For a small s > 0 such that 7 — s > 0 let to = t; + s and integrate the above identity with respect
to t1 from ¢t; = 0 to t; = 7 — s. The convolution estimate (inequality (D.2) in Theorem D.9, extend

the functions ¢ — ||L(t)Vu(t)|| L2y vyey and ¢+ || B(E) (u(t) — upe(t))] 2200,y ~) by zero on R —T)
furthermore implies that

T—s t1+s
/ 7[ HL V’LL HLQ(Q (Y N)d )dtdtl / ||LV’U, t1)||L2(Q (YN)d) dtl,
T —s t1+s
L 180 00) — )l oy s < [ 1800 ) = st oy s
I
It follows from (4.45) that

0 ‘/T / (t1 +5) —u(tr)) - (Vu(ults + 5), ¢t + 5)) —w,u(u(tl),qﬁ(tl)))dxdtl‘
Q

IN

IN

t1+s
s/ (|\vu(t1+s>|\Lz(m+|\vu(t1>|\L2m))7[ L) Vu(t) | 2 didty
0 t1

t1+s

T—s
s / (luts + )]l (om0 + ||u<t1>|\Lz<am)7[ 18(6) () — ube()) | 2 oy ity
0

t1

< S/2L0Hvu(t1)”%2(ﬂ;(YN)d) + 261wty || 200,y ™) lults) — uee(t1) |l r2(a0;y~) dtr - (4.46)
I
where the last inequality holds due to assumptions (4.2e) and (4.7d). Obviously

(u(ts +5) —u(t1)) - (Yu(uts + ), 6t + ) — Yulu(ts), (t1)))
= (u(ts+s) —u(t)) - (Yulults +5),¢(t1 + 5)) — Du(ults + ), $(t1)))
+ (u(ty +8) —u(t1)) - (Yulults + 5),6(t1)) — bul(ults), 6(tr))). (4.47)
Using (4.1e), the first term on the right hand side can be estimated by

[(u(ts + s) —u(t1)) - (Vu(ults + 5), (t1 + 5)) — ¥ u(ults + 5), ¢(t1)))|
= [t + )~ uitr) /0 L ults +5),00(0 + ) + (1~ 0)o(t1))dd|
= JCuts + 9 =) [ st +9). 000+ 5) + (1= 0)0(12))db - (98 +5) = 6(01)

< ghslu(ty + ) —u(t)llo(t +5) — é(t)].

Assumption (4.1b) implies that 1, is monotone in u uniformly in ¢, hence from (4.46) and (4.47)
the following estimation is obtained:

0

IN

/0 / (uty + 3) — u(tr)) - (G u(uults + 5), B(t2)) — u(u(tr), $(t1))) dadty

T —s
/O /Q(u(tl +8) —u(t1)) - (Yu(ults +s), ¢(t1 + 5)) — ¥ u(ults + ), ¢(t1))) dadty
T —s
_ /O /Q(u(tl L s)—ultr)) - (baults + ), 3(t1 + 8)) — bu(ults), o(t1))) dadty
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4.2. LINEAR GROWTH IN THE CHEMICAL POTENTIALS

T —s
< | [t s) = uten) (autes + 516 + 5)) = wuu(t). o(t2) dac|
T—s
+ ‘ /0 /Q(U(h +8) —u(t1)) - (Y,u(ults +s), ¢(t1 + 5)) — ¥ (ults + ), ¢(t1))) dxdtl‘
< S(/I2L0||vu(tl)||%2(g7(yzv)d) dtl)
+ S(/I251Hu(t1)||L2(aQ;YN)Hu(tl) — wpe(t1) || L2 (a0 v ™) dtl)

+ s/OT—é/Q%kglu(tl +s) — u(ty)] §|q§(t1 + 5) — ¢(t1)| dadt,
: S(2L0||VUH%Z(I;L2(Q?(YN>G’)> + 201 [|ull 2 (12 o0y v llu — chHLZ(I;LQ(aQ;YN)))
+ S(k3||u||L2(I;L2(Q;YN))||at¢||L2(I;L2(Q;YN)))
< sC(lulleacrme@yvy, lullpzrz@0yv)s 106l 21,2 sy ). (4.48)

For the second last estimate it was used that

e

2

ot +s) =@ 0 / /“
QJo

S

t+s 2
atf ¢(T)dT‘ dtda
t

T—s
= [ o o0
QJo
T—s
= /Q/ |(%X(75,0)*8t¢)(t)|2dtdx
0

T)|0:¢lI7 2 (1 x om0 (4.49)

IN

where 0;¢ was extended by zero on R\I and properties of the convolution in Theorem D.9 were
applied.

4.2 Linear growth in the chemical potentials

In this section, existence of weak solutions to the problem in Definition 2.5 is shown for a reduced
grand canonical potential of the form

P Rx TN x HEM S R,

M
D, ¢) = g(uo) + Y h(¢a) A (u)

a=1

where h : R — [0,1] is a monotone smooth interpolation function, the functions A\(*) are convex
but only of linear growth in u, and g is of quadratic growth replacing the logarithmic term of ¥ in
the example in Subsection 2.4.2. Because of the special structure of ¢ it makes sense to split the
variable u defining

u=:(ug, i), up€R,ueTEV,

The idea of solving this problem is to approximate 1 with potentials satisfying the conditions in
assumption E1. After, compactness arguments are applied to the solutions in order to deduce a
limiting function which solves the differential equations with the original v. The arguments follow
the lines of [AL83] for the potentials u. The challenge is to tackle the problems due to the coupling
to the phase field variables ¢.
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

4.2.1 Assumptions and existence result
Let 2 and I be as in Subsection 4.1.1 and define

W (u, ¢) = w]al® + (u, 9). (4.50)
Assume the following;:

N1 The functions g and A(%) are of the class C%' in their arguments.
Moreover it holds for all (u, ) € Y x HEM that

l9(u0)| < go(1 + ug), (4.51a)

19" (uo)| < g1 (1 + |uol), (4.51D)

9" (u0)| < g2, (4.51c)

v - (U, §)v = kolvol? Yoey™, (4.51d)
N (w)] < ko (1 + Jul) Va, (4.51e)
NS () - v] < ko] Va,Vv e YV, (4.51f)
w - X&) (w)v| <k |w||v] Vo, Yw,v € YV, (4.51g)
A (0)] < ko, (4.51h)

h € W (R;[0,1]), (4.51i)
h(r) =0 if r <0, (4.51j)

h(r) = ifr>1, (4.51k)

|1 (r)| < ke Vr eR, (4.511)

where the g;, the k; and the k; are positive constants.

N2 For initial data (uc, ¢ic) as in (4.6a) there is some 7 > 0 such that the inequality (4.6b) holds
with a constant independent of v as long as v € [0, 7].

N3 In addition to assumption E7, it holds that
Bo >0, (4.52a)
and the boundary data wup. are such that
169 (e, @)l L2 (r:p2 00 vy < € for allv € [0,7], ¢ € HY2(I x Q;HEM).  (4.52b)

for some constant C > 0.

N4 The assumptions in E2-E5 remain fulfilled.

4.5 Remark In the previous section, a control of u(™ in L? was obtained from the quadratic growth
of 9 (see the estimate after (4.18)). Together with the estimate on the gradient Vu(™ in (4.20)
the convergence (4.23c) was obtained using the trace theorem D.6 in Appendix D. In particular,
one can allow for 8 = 0 which corresponds to homogeneous Neumann boundary conditions for u in
consistence with (2.32¢) and (2.32g). But an estimate of u(™) is not available any more in the case
v = 0 whence the above stated Robin boundary conditions with Gy > 0 are essential for u in the
following. For ug one could have applied the same procedure as in the previous section since by the
assumption (4.51d) the situation has not changed.

The special choice of q(v) = v|a|? is not essential. Another function of quadratic growth of
C?!-regularity which converges to zero as ¥ — 0 would do as well.
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4.2. LINEAR GROWTH IN THE CHEMICAL POTENTIALS

4.6 Theorem If the assumptions N1-N4 are fulfilled then there are functions

uwe L2(LHYQ YY), ¢e HY (I x Q;HEM) N LP(I x Q; HRM) (4.53a)
such that
B(t,-) — ¢ic in L*(QHEM) ast N\, 0 (4.53b)

and such that

y//& 0y (W (1t &) — (Wi b)) + V0 : L(tba(u, 8), ¢)Vr] dadt

// Blu — upe) dH1dt
[219]

+// w(¢,V¢)8t¢~§+a,v¢(¢,v¢):vg} dxdt
// 5(6,V9) - ¢+ w,6(0) - € —6(u; 0) - ¢] dadt (4.53¢)

for all test functions v € HY(I; L>®(Q;YN)) N L2(I; HY(; YY) with v(T) = 0 and ¢ € H'(I x
Q:TSM) A LP(I x ; TSM).

Proof: Again the proof will be given in steps corresponding to the following subsections:

e The reduced grand canonical potential () fulfils the assumptions of Theorem 4.3 yielding a
solution (u),¢*)) and providing a useful set of a priori estimates from (4.45), (4.46), and
(4.48). By functional analytical facts on the considered spaces candidates (u, ¢) for a solution

of the weak problem are obtained. It remains to handle the nonlinearities in the v formulation
of (4.8¢).

e Several preparatory facts on ¥(*) and its Legendre transform are shown. In particular, it
holds that ¢4 = —¢7%,.

e The core of the proof is to show that the set of functions {wfff) (u™), )}, is precompact in
L.

e The results are sufficient to go to the limit in the weak formulation of the v problem as v — 0.
Strong convergence of Vé(*) in L? can be shown with arguments as in Subsection 4.1.5.

4.2.2 Solution to the perturbed problem

By the assumptions on the functions g, h, and the A(®) the perturbed potential 1)(*) is of the class
C?! (for the dependence on ¢ Theorem D.5 in Appendix D was applied on W3 (R) in which
h lies). The following estimates imply that the perturbed potential ) fulfils the assumptions
(4.1b)—(4.1h): For all u,v,w € YV, ¢ € HEM  and ¢ € TEM

v ) (u, ¢)v > kovd + 20|, (4.54a)

w - ) (u, p)v| < golwo|[vo| + 2v|@|[3| + My |w|[v], (4.54b)

[0 (u, @) - ¢| < (1 + Jul) MEr[C], (4.54c)

o ) (u, $)¢| < Jolks M|, (4.54d)

190, 6)| < Mk, (4.54e)
W) (u, ) - v] < g1(1 + |uol)|vo| + 2v|a|8| + Mks|d],

W) (u, 9)| < go(1+ud) + V]l + MkaC(1 + [uf?). (4.54f)

Assumption (4.1i) follows from (4.54a), (4.54b) and the following lemma (indeed, this assumption
is redundant and has only been listed for completeness):
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

4.7 Lemma Let L, K € N and Q € C%'(R¥;RE*K) be a function such that Q(x) is symmetric.
Assume that there are constants q1 > qo > 0 so that qo|v|> < v - Q(z)v < q1|v|? for all x € RL and
v € RE. Then the function x +— Q~1(x) is Lipschitz continuous.

Proof: Clearly, the matrices Q(x) are invertible since they are positive definite, and it holds
that v - Q 1(x)v < qio|v|2 for all z € RY and v € RE. Let # # y € RY and denote the Lipschitz

constant of Q by ¢. By | - | some norms on RY and REXE are denoted.
From Q1(2)Q(z) = Idg for all z € RE it follows that

Q'(2)Qz) - Q' (¥)Q(y)
|z =yl
Subtracting and adding Q™! (y)Q(z) gives

Q') - Q' W)Q() Q' W)(Qx) — Q)

=0.

+ =0.
|z =yl |z =yl
From this the estimate
Q '(z) -Q 'y —1 0 1Q@) — QW) - q
QD ZC W g ) L= O gy < 0
|z -yl lz =yl %
is obtained showing the desired result. ([l
Assuming N2-N4, Theorem 4.3 furnishes functions
u e LHLHY (O YY), oWHN (I x 0, HEM) (4.55a)
such that
¢ (t,-) = ¢ie in L2(Q;HEM) as ¢\, 0 (4.55b)

and such that
0= // [f O - (1/1,(5) (u(u)7 ¢(V)) _ 1/,55) (Wie, Pic)) + Vo : L(q/,fi) (u(”), <J5(V)), d)(”))Vu(V) dzdt
rJo
+ // v - B(u(”) — upe) dHE At
1Jog
+ / / (6, V)06 - ¢ + apo(6"), Vo) : V¢| dodt
rJa
+ / /Q |a.6(6"), 96 - ¢+ w,(6) - ¢ = ) (™, 6) - ¢| dadt (4.55¢)
I
for all test functions v € HY(I x ;Y N) with v(7) = 0 and ¢ € H*(I x ; TEM)NLP(I x Q; TEM).

Furthermore, the following estimates resulting from (4.45) and (4.48) are fulfilled (remember that
Bo > 0 in consistence with the additional assumption in Subsection 4.1.7):

esssupicy | [0 (0,00 (E) -0 (B) = 0 ) (1,6 (D)
Funlo® D + a0l Vo) (D)) da

_|_// {w0|at¢(u)|2+lolvu(u)|2} dxdt-i—ﬁz// |U(V)|2d7‘(d_1dt < 0, (4.56&)
I1JQ 1J9oQ

T—s
[ [aers -0
0 Q
(@@ (), 00 (0) = 3 (W(1), 67 () dedt < Cs. (4.56b)
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4.2. LINEAR GROWTH IN THE CHEMICAL POTENTIALS

4.2.3 Properties of the Legendre transform

For shorter presentation define the function
BY YN x HEM - R, BY(u,¢) := ¢ (u,¢) - u— 9" (u, ¢) (4.57)

for every v € [0,7]. The following two lemmata were proven in [AL83] for functions ¥*) not
depending on ¢ € HEM,

4.8 Lemma For every 0 > 0 there is a constant C; > 0 independent of v such that
03 (2,€) < 6BY)(2,€) + C
for all (2,£) € YN x HEM,

(4.58)

Proof: For arbitrary points z,% € YN and € € HEM the convexity of ¢(*) implies
V(2,6 290 (2,6) - (2 = 2) + 0 (2,6).
Therefore by the definition of B(*)

BW(z,6) — BM(2,6) = (W) (2,€) —ypW)(2,€)) - 2
+ M (2,6) — W (2,6) - (2 - 2) —ypM)(2,€).

>0
Let e =9 (2,6) /[ (2,€)| € Y. Then
< e
W (0l = (8-
— 5™ S5 (2,6 — (S e)) -
W50 =+ (20 — Ul (5.9) - 3
< (58 5 (B (0 - BY(,0)
< 6BM(2,€) + 6 max (%, ).
B
In view of (4.54f), the assertion of the lemma holds for C; = C' max{go, Mky, 7}(1 + S%) O

) continuous in zero with wz(0) =

4.9 Lemma For all = > 0 there is a function ws : [0, 00) — [0, 00
() with [|z1]| g, [zl a0, €] < E,

0 so that for all v € [0,7] and all functions z1,2,§ € H*
1B (2,81 < E, i = 1,2, and

| 0060 - 0062.6) - (1 - ) do < 5
it holds that

108019 = 00 (20, 6) i < w=(6)

Proof: Suppose the contrary, i.e., there are =, ¢ > 0 such that for all § > 0 there are functions
29 ¢0) ¢ H(Q) and values vs € [0,7] such that

1200w <Z, €9 m <B, |BEI (=P, 6|1y < B, i=1,2,

/Q (&) (2 @) — ) (4 €@)) . (210 — 25V de < §
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19 . €0) — 0l 0,600 o > ¢
)]

There are functions z;,& € H'(Q) and there is v € [0,7] such that, for a subsequence as § — 0 (still
denoted by v), it holds that vs — v, zi(é) — z;in HY(Q), and £ — ¢ in H'(Q). By the theorem
of Rellich (cf. Appendix D, Theorem D.3), after eventually restricting again on a subsequence,
it follows that (2{”,£®)) — (z;,€) in (L2(£2))? and almost everywhere. Hence 1) (z{*) ¢@®) —
1/)7(5)(21-, ) almost everywhere. By the preceding lemma

/|¢f;6>(z§‘”,5<5>)|dx 5/ BWo) (29 ¢@)) dx-i—/ Cs dx
E
< (5E+Cg£d( )

IN

for every § > 0 and every Borel set E C 2. Choosing first § small and then E such that
L4(E) becomes sufficiently small the Vitali convergence theorem D.12 yields 1/1(”5)( 5(6))
Y (2,€) in L}(Q) whence

/ |98 (21,€) — i) (22,€)| dz > e. (4.59)

Using the Fatou lemma (see Lemma D.13 in Appendix D) and the monotonicity of 1/)7(55) in u one
first obtains

o—nmﬁ/w%WPﬂ%—mw4mm»u@—£MM
Q

3—0
/thn_éélf (wfgs)(z§5)’§(6)) _ wFZJ)(Z§5),£(6))) . (ZYS) _ 256)) da

= (21,6) =8 (22,6))-(z1—22)

Y

and from this ¢ (21, &) = ¥ (22, €) almost everywhere which is a contradiction to (4.59). O

The following lemma precises the relation (2.31). Observe that, for a given ¢ € HEM | in the
case v = 0 the derivative ¢ , (-, ¢) is bounded in u so that *(-, ¢) is defined on a real open subset
Cyp of R x HEN (cf. also Subsection 2.4.1 for the assumptions in order to obtain a well-defined
potential ).

4.10 Lemma Let v € [0,7] and let
(@W)* (8 (u, 0), 8) o= u- 8 (u, 0) — ™) (u, ¢) = BY) (u, ¢)
be the Legendre transform of w(”) with respect to u. Then
(@) (c,0) = =% (u,¢)  where ¢ = ) (u, ¢). (4.60)

Proof: Standard results of convex analysis give as a property of the Legendre transform (cf.
[ET99])

(W™,

(=60 (wd)d)
The assertion follows since for every v € TEM

M

d
o (T I
= N e Vet 80+ O (0 (,6),0)

= w ) (u, o) + )% () (u,0), 9)
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4.2. LINEAR GROWTH IN THE CHEMICAL POTENTIALS

and on the other hand
Mg
Zl @w%* (9 (4, 0),8) - va = BY (u,0) - v =u- ) (u, )0 — v (u, ).

O

The following lemma concerns the dependence of the ¥(*) on ¢ which has already been discussed
in Subsection (2.4.3).

4.11 Lemma Consider series {u("™},,en C YN, {0 },.en € HEM | and {vp }men C [0,7] such
that (™) — ¢ in HEM | v,,, \, 0, and there is u € Y such that

el wt™, ) = 4 (u, )
as m — oco. Then
YU (™ 60 ) g (u, 8)  as m — oo,
Proof: By (4.60) it must be demonstrated that
()5 () (™), ¢1™)), ) = 07 (1, 0), ) as m — oo, (4.61)

The regularity assumptions on % in N1 provide that, for a given ¢ € HXM | the function v (-, ¢)
is a Cl-diffeomorphism mapping an open set Uy C YV onto an open set C;, C R x HEN (cf. the
discussion in Subsection (2.4.3)). These sets may be real subsets in contrast to the situation with

1/)55””(, $) which, thanks to the quadratic growth in u, is defined on the total space Y~ and maps
onto the total space R x HXN.

Let ¢m)(u) := vy, |G|, The special structure of =) (u, ¢) = ¢m) (u) + 1 (u, ¢) yields for all
c € Cy that

(W) (e, 0) = ¢ (c) + ¥* (¢, §).

Furthermore, the regularity of ¢ in ¢ implies that if ¢ € Cy then also ¢ € Cj for all ¢ in a small
ball around ¢. Hence, fixing ¢, variations with respect to ¢ are possible and give

(W) (e, 0) = ¥¥y(c, @)

Consider now ¢ = v ,,(u, ¢). Since ¢™ — ¢ and using the regularity assumptions on 1 again
there are a small ¢ > 0 and m; € N such that

Be(1h,u(u, ) C Cyomy CR x HEN  for all m > m.

Therefore (w(l’m))j‘(b(c, pm)) = P (e, (™)) for all ¢ € B.(1,u(u, ¢)) as long as m > m;.
Since Q/J,(le)(u(m), (b(m)) — 4 (u, d) € Cy there is some mg € N, mg > mq, with

) (u™ M)y € B (¢, (u,¢))  for all m > my
whence

(W) () (™), g, o)) = %, () (um) g(m) 6(m)) - for all m > ma.

Standard results of convex analysis (cf. [ET99]) and, again, the regularity assumption in N1 provide
that 7, is continuous which gives the desired result (4.61). O
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

4.2.4 Compactness of the conserved quantities

As a first step to show precompactness of the set {7,/1,(5) (u(”),gb(”))}l,e[o,;] a convergence result
involving time differences %% (u® (t + s), 6 (¢ + 5)) — & (W™ (¢), $®) (¢)) will be proven. For
this purpose, define the set

S|
w o~
S
Il
—
~
m
=)
’\]
I
2
[}

(1]

) <

} (4.62)

() = W) @y ny + 10+ 8] ey + 1690 sy
+ § / W) (t 4 5) —u (1) - (@ @D (t + 5), 6P (1)) — 0@ (@D (1), 6 (1)) dev
Q
W (t+5) — (1)
+| |

S

L2(Q;TSM)
+ BV (@M (t + 5), 6" (t+ )21y + 1B (™ (£), 6™ (0) | 1 0)-

By (4.56a) and (4.56b) and using (4.49) there is a constant C' > 0 such that

T —s
Cz/ el"
0

whence El(EEVE)) becomes arbitrarily small when choosing = sufficiently large. Obviously

s

mar= [ ddwars [ @m0
B 0,7NEM

/ / [0 @0 1+ 5), 60t + ) — ) (W) (0, 607 1))
0,7 -s\E{"2
= / \ Wt 4 8), 60t + 8)) — O @t + 5), 60 (1))| derdt
0, 7—s\E{"2 ’
+/ / [ (¢ 4 5), ) (1)) - ) (w(0), 00 (1) |

[0,7—s\E{"2

Applying Lemma 4.9 of the previous subsection with § = s= gives
/ [ 1040 @)+ 5),002(0) = 00 () (0).6) (1) ot < Tue(s2).
[0,7—s\E2 ’

for the second term on the right hand side. With (4.54d), the first term can be estimated as follows:

/[OT \Ew/‘ W (t+5), 0" (t+5)) — P (W)t + 5), 0V (t))] dadt

/ \Em/‘/ g G @t + ), 00 (¢ + 5) + (1 9)¢(")(t))d9‘dxdt
=g

B /[07 N E<">/ ‘/ 1/}(”) Yt +s), do) dO - (gb(y)(t*S)*ffD(”)(t))’dzdt

o% )
/ ()/kng ‘¢ (t+s)—¢ (t)‘d:cdt < sC=
s]\E

A

S
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4.2. LINEAR GROWTH IN THE CHEMICAL POTENTIALS

For the last inequality it was used that, on bounded domains, the L' norm can be estimated by the
L? norm, and estimate (4.49) was applied. Altogether, using (4.56a) and Lemma 4.8 with § = 1:

T —s
/ / |1/),(Zf> W (t+s),0M(t+s)) — 1/,55) W) (1), ) ()] dadt
0 Q
< /( ) / \wfi)(u(v)(t +5), ¢V (t + s)) — 1/)f1’[)(u(”)(t),¢(l'>(t))‘ dwdt
Ej2Ja

4 / / |09 (W) (¢t + 5), 6 (& + 5)) — 9 (W) (), 6 (1))] dadt
0.7-s\ESL Ja ’

IN

2esssup; / |1/’,(1l:) () (1), o™ (1))| daLt (EiVE)) +sCE+ Tw=(sE)
Q

IN

2 esssupyc; / B () (1), 6 (1)) der + LYQ)C ) £1(BY)) + 5 O + Tuws(sE)
Q

IN

CLYEX)) + s CE+ Twz(s2).

Choosing first = sufficiently large and, after, s sufficiently small, the right hand side becomes
arbitrarily small, independently of v € [0,7], hence as = — oo, s — 0

T—s
sup / / [ (W™, 6"t + 5) — & (™), ¢M))(t)] dzdt — 0. (4.63)
vel0,7] JOo Q

In order to show precompactness of the ) in LY(I x ;YN), to each k > 0 a finite number
of functions {fx}x has to be found such that the z/J,(ff) lie in the union of the balls with radius «
around the f;. Indeed, it is sufficient if the set {z/J,(ff) (u™), 0N}, c0.7) is precompact in L'(D; YV)
for every D CcC I x Q. To see this, let x > 0 be given. Observe that for each f € L'(D;Y") by
Lemma 4.8

| 7/’55)(“(”)7 ¢(V)) - XDfHLl(IxQ;YN)

= / [ (u®), ¢0))| dzdt + / [ (™), ) — f|dzdt
(IxQ)\D D

< 5[ B0 dedt+ GLUT X \D) + [ [uf (@), 60) - fldade. (@60
IxQ D

Choosing 4§ small, thanks to (4.56a) the first term becomes smaller than x/3. After, choose D
appropriately so that the second term becomes smaller than /3, i.e., choose D such that £¢((I x
0)—D) < k/(3C5). Finally, use the assumption that there are functions f1, ..., fr,p) € L*(D; YY)
such that

{W) (W™, ¢<u>)}

where B.(f) = {g € L*(D;YN) : [|g— fllpr(p;y~) < €} to find a suitable f = f; € L'(D; YY) such
that the last term in (4.64) becomes smaller than /3, too.

To show precompactness of the 1/)7(5) in LY(D; YY) for each D CC I x Q, approximating step
functions will be constructed. For this purpose, let K € N and s = 7 /K, and define the functions

(v) . (1/_)
o) (h) = uM(t, x), iftg E 2,
0, elsewhere,

k(k,D)

]C U Bes(fi)
=1

velo,v

(v) : (v)
C(l/) (t,.’L‘) — {¢ (t,SC), ift g Es,Ev

0, elsewhere.
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

The step functions (with steps in time, not in space) are defined by

K
T:Z)_( ) = Z w,(ff) (U(V)’ C(V))((’L - 1)5 + T, :E)X(ifl)s,is] (t)

i=1

where r € [0, s) will later be chosen appropriately. The following calculation is essential for a control
of the error between the original function and the step function. For times t; = ji1s and to = jas
with j1,72 € {0,..., K}

f/

), 6W)(t) = T2 (1)

LY(Q;YN)

_ 2 PO @), g () — p® (W ®), ¢ (i -1 ‘ ded
. // SO DN V)|
1=71+1 (i—1)s
1 J2

- = ) (), p (i — W) (@) (i — ‘ ~
s [ [ e - s n) s e - s, drar
i=j1+1
RS ) o) W) (p ) )

= — V v 71 =\ v v v ’i’ didN
: Z// SO = Vs 1) =0 @), aidn
1=71+1
1 ] :

- = O (@ 6N = 1)s 4+ 7) — @ (p@) @) t‘ didi:
s 60— s - sem |, ardi

inserting ¢ =7+ (i — 1)s — t € ((i — 1)s — ¢,4s — t) this is estimated by
1 to s ~ ~ ~

< = W) (@) $Y(F ™ (W) W) t‘ dod7

S A R R R R RS IO]
L[ 1000 (@ 500 (7 W) (@) 4 (3 i

< _ 17 l/’ 17 t _ 17 l/’ 17 t‘ ddt

< [ peet e s g - u@u 6], de
L% [ ) u), g ) (i i
- v (v v v (v) ) (§ dod?

s e 6w - e @ @] g de

to

< 9 W) (™ 6 (G — W (@ s ;‘ di

up [ [0, 00 +-0) = wD @ 0D

v @, 0 (@) = w(0,0)(D)

LYY N)

T 2/ ‘
)

The result (4.63) states that the first term on the right hand side tends to zero as s — 0. Using
Lemma 4.8 with § = 1, (4.54e), and (4.56a), the second term is estimated by

2L ( EE))(esssupgeI/B(”)(u(”)(z,x),(b(”)(z,x))dx+C) < CEI(ES’E))
Q

and becomes arbitrarily small when choosing = sufficiently large. Therefore, if a small x > 0 is given
then it is possible to choose some large =, some small s (by choosing K big), and some r, € [0, ]
for every v € [0,7] such that

to
|18, 6)@) = T2, 2 Olloronym dt < .
t1

Hence, if the set of step functions {TT(:’)S =}vejom 18 precompact in L'(D) for every D CC I x Q
and every s,=, then choose s small enough such that D CC [0,7 — s] x Q and apply the above
result to get that the set {7,/1,(5) (u™), gb(”))},,e[oﬂ is precompact in L1(D;YN).
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4.2. LINEAR GROWTH IN THE CHEMICAL POTENTIALS

Finally, consider the set {Tfrg,/u,)s,E}VE[O,v] as a subset of L1(D; YY) for some D CC I x Q. It
remains to demonstrate that there is a function 7' € L*(D;Y™N) and a subsequence (v},)gen such
that TT(”’“) _ — T in LY(D;Y"). Since K, s, and Z are fixed now it remains to examine whether

Uk’s7:
the sets {1/)7(5)(1)(”),((”))((1' —1)s +72) }uefo,p are precompact in L (Dy; Y) for every D, CC €,
i=1,..., K. It holds that

~

) = (i—1)s+r, € Eg” = WEM) =0,

i ¢ED = v E)mp,vr) <E

(11

and analogously for (). It follows that for every sequence (Vk)ken C [0,7] there is a subsequence,
still denoted by (vg)g, there is 7 € [0,7], and there are functions ¥ € HY(D,;Y") and ( €
HY(D,; HXM) such that vy, — 7 and

U(V’“)(f(”’“)) — 7 weakly in H'(D,; Y™), strongly in L*(D,; YY), and a.e.,

¢We) () - ¢ weakly in HY(D,; TESM), strongly in L?(D,; TEM), and a.e.

as k — oco. Here, the Rellich theorem D.3 was applied. The same arguments as in the proof of
Lemma 4.9 in the previous subsection, namely Lemma 4.8 and the Vitali convergence theorem D.12,
yield the assertion:

Wi (), () (E)) — ((9,0) in LY (Dg; YY),
Altogether, it was proven that

{1/;(5) (u(”), gb(”))} 07 C Ll(I X Q;YN) is precompact. (4.65)
’ vel0,v

4.2.5 Convergence statements

The aim of this section is to let ¥ — 0 in (4.55¢) in order to obtain (4.53c).

Since the set of functions {U(V)}VE[O,U] is bounded with respect to the norm || - || z2(7,z2(90;v V)
in view of (4.56a), the first point of the Poincaré inequality (see Lemma D.14, Appendix D) is
fulfilled, thus

||U(V)||L2(I;L2(Q;YN)) S C (466)

By this, by the other estimates in (4.56a) and by (4.65) there are functions u € L2(I; H*(Q; YY),
be LYI x QY N) and ¢ € HY(I x Q; HXM) so that for a subsequence as v — 0 (as in Subsection
4.1.4 such subsequences will again be indexed by v, and it won’t be explicitly stated any more when
restricting to a subsequence in the following convergence statements)

") —~ ¢ in H'(I x Q;HEM), (4.67a)
u® — in L2(I; H' (9, YY), (4.67b)
W@ Ly in L2(I; L2091 YN)), (4.67c)
PO (™)) — b in L'(I x Q;YN). (4.67d)

Observe that the third convergence result is already sufficient to obtain the second line of (4.53c)
from the second line of (4.55¢) as long as the test function fulfils v € L(I; L2(9%; Y Y)).
With the same arguments as in Subsection 4.1.4

o™ — ¢ in L9(I x Q; HXM), (4.67e)
(;5(”) — ¢ almost everywhere (4.67f)
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for ¢ = 2 and ¢ = p the value in (4.3b)—(4.3d). Let for R > 0

v, if |v| < R,
%’U, if |v| > R.

Jv

Pr: Y™ — Br(0) Y™, Pr(v) :{

The convexity of 1(*) in u implies that wfff) is monotone in u, hence for all v € L?(I x Q;Y)

0< [ [ Pr(uf(0,:60) v (w®,6) - (v - u) dad. (4.68)
1JQ

The convergence in (4.67¢) and (4.67f) yields, thanks to the smoothness assumptions in N1 and the
Lebesgue convergence theorem D.2 in Appendix D,

1/1,(;’) (v, gb(”)) — 1 (v, ¢) almost everywhere and in L' (I x Q;Y).

Applying (4.67b) and (4.67d) gives

0< /I/QPRW}’U(U’@ —b) - (v—u)dzdt

from (4.68). Insert v = u + v with some ¥ € L?(I x €; Y) and multiply by ¢ to obtain

O<//PR u(u+ €0, ¢) —b) - vdadt.

Let € — 0 which, using the Lebesgue convergence theorem again, yields

0<//7>R —b) - vdadt.

Since R > 0 and ¥ are arbitrary one can conclude that b = 1 ,(u, ¢) almost everywhere, whence
from (4.67d)

PO (W), 6M)) = P u(u,¢) in LI x YY) and ace. (4.69a)
Similar arguments furnish

P (wie, dic) = Yru(tic, dre) in LN YN, (4.69b)
Therefore, for every test function v : I x Q@ — Y such that 9w € L>®(I x Q; YN)

0w - (V) (™), ) = ) (wie, dic)) — 0w+ (Pt 8) = ¥ ulttic, dic)) in L' (I x Q). (4.70)

With the assumptions in N4 implying E2 it holds that L;; (1#7(5) (u®, ), ¢ — Lii (4 o (u, $), ¢)
almost everywhere, and the same arguments as in Subsection 4.1.4 around (4.29) give

LY ™, ¢, ¢")Vul) — Vo : Lt (u, ¢),¢)Vu in L' (I x Q) (4.71)

if the test function fulfils v € L2(I; H'(;YY)). Taking (4.70) and (4.71) together, the limit as
v — 0 of the first line of (4.55c) indeed is the first line of (4.53c).

Also the terms involving the functions w, a and w in the third and the fourth line of (4.55¢) can
be handled as previously in Subsection 4.1.4 and 4.1.5. No projection P(™ as in Subsection 4.1.5 is
necessary since ¢ = ¢(*) — ¢ is allowed as test function in (4.55¢). The following arguments of that
subsection can be applied again to show strong convergence of Vé(*) to V¢ in L2(I; L2(Q; (TEM)?))
and, therefore, to let v — 0 in the terms involving w and a. For handling the w term, the arguments
around the result (4.31) can be applied again in view of (4.67¢) and (4.67f). In particular, the
limiting terms are exactly those appearing in (4.53c).
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It remains to consider the last term in (4.55c). By (4.67f) and (4.69a) the assumption in Lemma
4.11 are fulfilled almost everywhere which means that

1/11(;) (u), ™)) = 1 4(u,$) almost everywhere as v — 0. (4.72)
The growth assumptions on 1/1,(;) in N1, more precisely (4.54c), give, thanks to (4.56a),

||¢,(;) (u™, ¢(V))HL2(1;L2(Q;T2M)) <C(1+ HU(V)HLZ(I;LQ(Q;YN))) <C,
whence there is some ¢ € L2(I; L?(£2; TXM)) such that

P (™), ¢y = Cin L2(I; L2(; TRM)).
Taking this and (4.72) together

D (W, M) = 4 (u, ¢) in L2(I; L2(Q; TEM)) (4.73)

which is sufficient to go to the limit in the last term of (4.55¢) as long as ¢ € L?(I; L2(£; TSM))
and to obtain the last term of (4.53c).

Assertion (4.53b) can be derived with similar arguments as in Subsection 4.1.6 which concludes
the proof of Theorem 4.6. 0

4.3 Logarithmic temperature term

In this section, the aim is to show existence of a weak solution to the problem in Definition 2.5 in
Subsection 2.4.3 for a reduced grand canonical potential of the form

Y 1 (—00,1) x TEN x HEM - R,

Y(u, ¢) = _Cv(l + ln(TTef(“O - 1))) +V|a|2 + Z h(qﬁa))‘(a) (u) (4.74)

:=g(uo)

with a monotone smooth interpolation function h : R — [0,1] and convex functions A\(*) of linear
growth in u. Observe that, in contrast to the potential in the example in Subsection 2.4.2; there is
a shift by 1 in ug. This is done only for technical reasons, namely, to have a well defined value at
u = 0.

As in the preceding section, the idea is to approximate ¥ with potentials satisfying the conditions
in Assumption E1 in order to apply Theorem 4.3. After, apply compactness arguments on the
solutions to deduce a limiting function. To obtain convergence in ug, ideas of [AP93] are used.

For n € [0,7] let y,, and 2, be the points such that ¢'(y,) = % and ¢'(z,) = n. The points exist
if 77 is small enough since ¢’ is continuous, g'(ug) — 00 as ug — 1 and ¢'(ug) — 0 as ug — —o0.
Clearly y, — 1 and 2, — oo as n — 0. Uniqueness follows from the fact that g is strictly convex,
hence, ¢’ is strictly monotone increasing.

Let g,/ : R — R be the unique polynomial of degree 2 such that g\ (y,) = g(y,), (9;7) (y5) =
g'(yn) and (g;r ) (yn) = g”(yn). An explicit expression of the polynomial can be obtained by
integrating up the constant function « — ¢”(y,) two times and adjusting the integration constants
according to the other two conditions. Analogously, let g : R — R be the unique quadratic
polynomial such that g, (2,,) = g(2y), (9,) (23) = ¢'(2y) and (g;,)" (2,) = 9" (2y). Define

g;;r(UO)v Yn < ug,
9" (uo) = < g(uo), Zy < ug < Yy, (4.75)
g; (U’O)a ug < Zn,
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and then (" € C>H(YN x HEM) by

M
VO (s 0) = g o) + vl + D hl6a) A (w) (4.76)
a=1
Observe that, in this section, n varies but v is a fixed positive constant. Letting n — 0 it must be
shown that a solution u(™ to the perturbed problem converges to a function u with uy < 1 almost
everywhere. For this purpose, an additional estimate for the conserved quantities of the form

||1/,,(;7)(u(n), ¢(n))||L2 <C

is derived. Since ¢'(ug) = —cvﬁ this enables to get the desired result. Unfortunately, in order

to obtain that estimate, additional assumptions on the Onsager coefficients and the boundary
conditions have to be imposed. Cross effects between mass and energy diffusion are neglected, and
Robin boundary conditions are only imposed for the energy flux while it is assumed that there is
no mass flux across the external boundary. The assumptions and the result are precisely stated in
the following subsection.

4.3.1 Assumptions and existence result
Let £ and I be as in Subsection 4.1.1. Assume the following:

G1 The functions A(%) are of the class C?*! in their arguments.
Moreover it holds for all (u, ) € Y x HEM that

v (u, v > kold]? voeyn, (4.77a)
IN@) ()] < ka(1+ |ul) Va, (4.77b)

NS (w) - o] < kslol Va, Vv e YV, (4.77¢)
w - X&) (w)v| <k |w||v] Vo, Yw,v € YV, (4.77d)
IN(0)] < ki, (4.77¢)

h € W3 (R; [0, 1)), (4.77f)
h(r) =0 if r <0, (4.77g)

h(r) =1 ifr>1, (4.77h)

|1 (r)| < ke Vr eR, (4.771)

where the k; and k; are positive constants.
There is a small g > 0 and a constant kg such that

() (u, ¢) > Ky(uo — 1) — ks whenever ug > 1~ do (4.77))
with 0 < k, — oo as 7 — 0.

G2 The Onsager coefficients are as in assumption E2 but, in addition, fulfil
Lio=Lg; =0 V’LG{L,N} (478)

G3 For initial data (uic, ¢ic) as in assumption E6 there is some 7 > 0 such that

1/11(3) (uica ¢zc) = w,u (uica ¢ic) for all n S ﬁ (4793)
Moreover,
165 (tie, dic)l| L2y < € for all n <7, (4.79b)

and the inequality (4.6b) holds with a constant independent of 7, too.

110



4.3. LOGARITHMIC TEMPERATURE TERM

G4 For the energy flux the boundary condition
Jo + Vear = Boo(uo — tpe,0)
is imposed with a continuous function Gy : I x Q — R satisfying
0 < Bo < Boolt,z) < B (4.80a)
and a function up.o € C(I x 0 YN) N L2(I; L?(99;Y™N)) such that
950 (the,0, 87, 6D || 2(1:12(00)) < C (4.80b)

for all sets {2}, cjo7 C TSN, {6}, ci07 € HEM with

Sl[lopi] (H(b(n)||L2(I;L2(BQ;HEM)) + Ha(n)HL?(I;LZ(BQ;HEN))) <C. (4.80c)
nelo,n

G5 The assumptions in E3-E5 are satisfied.

4.12 Theorem If the assumptions G1-G5 are fulfilled then there are functions

uwe L2(LHYQ YY), ¢e HY (I x QHSM) N LP(I x Q;HRM) (4.81a)

such that
up < 1 almost everywhere, (4.81b)
B(t,-) — bie  in L2(GHEM) ast N\, 0, (4.81c)

and such that
- /, /Q | = 0 (W0,0) — Vulutie; 600)) + Vo L, u(u,6), 6)Vu] dadt
+/I/6Q v * Boo (o — Upe,0) dH~ dt
* /, /Q [“’@’ Voo - ¢ +avs(e,V9) : vc} dadt
+/I/Q [a,¢(¢,v¢) W) ¢ — Ug(u, @) 'C} daedt (4.81d)

for all test functions v € HY(I x Q; YN) with v(7) = 0 and ¢ € H*(I x Q; TSM)NLP(I x Q; TSM).

Proof: The proof of the theorem is given in several steps, each one corresponding to one of the
following subsections:

e The perturbed reduced grand canonical potential (" fulfils the assumptions of Theorem
4.3. Since the other assumptions are satisfied, too, there is a weak solution to the perturbed
problem (u(™ @) such that the estimates (4.45) and (4.48) with 1, u, and ¢ replaced by
M ulM and ¢V respectively hold true.

e An estimate for the conserved quantities 1/153) (u("), qﬁ(”)) is derived. Together with the other
estimates, candidates (u, ¢) for a solution to (4.81d) can be obtained, and it can be shown

that the candidate satisfies ug < 1. A subsequence of the 1/)(17 ) (u(”), gb(")) converges weakly to
some limiting function b in L2.
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o It remains to identify b with ¢ ,(u, ¢) and to go to the limit in the term with 1/)7(;7) (um | pM).

For this purpose, strong convergence of the v to u will be shown. The main task is to get a
control of time differences of the form |ug7) (t+s)— u(()") (t)|. The images of the functions u(()")
are projected onto a compact interval where the second derivatives of the (" with respect
to ug are bounded from below by a positive constant independent of 7. From estimate (4.48)
a control of time differences of the truncated functions is obtained. Thanks to the other
estimates, the error due to the truncation, measured in the norm of the space L'(I x ),

becomes arbitrarily small which enables to conclude as desired.

e Collecting the obtained convergence results it is possible to let n — 0 in the weak formulation
of the perturbed problem and to show that the candidate (u, ¢) in fact is a solution to (4.81d).
In particular, it is shown that the solution fulfils ug < 1 almost everywhere.

4.3.2 Solution to the perturbed problem

First observe that 1(" is of the class C%!. Furthermore
¢§3)(u, }) - v <g U0 uo vo> Z h(da) )\(a (4.82a)

M
DD (s 0) = g0, (o) + )~ h(Pa) Ay, (w), (4.82D)
a=1

(S

D, d)o =3 hlda) N2 (1), (4.82¢)

00 (u,0)0 = 2[5 + Z h(6a)T - NS (u)7, (4.82d)
. a=1
W (w,0) - ¢ = D" W (6a)CaA) (u), (4.82¢)
M
W (w,0)¢ = Y 1 (0a)Car (), (4.82f)
a=1

where 7 € TSN, v € R, and ¢ € TEM. Obviously there are coefficients functions k(1) and ko (1)
with

k1(n) > ¢, (uo) = ko(n) > 0

for > 0 where k1 (1) — oo and ko(n) — 0 as 7 — 0.

By (4.77a) assumption (4.1b) is fulfilled with ko = min{ko(n), ko} for each > 0. Similarly,
by (4.77b)—(4.77d) the assumptions (4.1c), (4.1g), and (4.1h) are fulfilled for each n > 0 with
k1 = max{fﬁ(n),Qu + Ml%l}, ks = max{/;:l(n), v + M]Afg}, and kg = max{/;:l(n), v + M]Afg},
respectively.

Assumption (4.1f) is fulfilled thanks to (4.77e), and the assumptions (4.1d) and (4.1e) follow
from (4.77g)—(4.771) and (4.77b)—(4.77c) in view of (4.82¢) and (4.82f). Finally, assumption (4.1i)
follows from Lemma 4.7 in Subsection 4.2.2.

Considering G2—-G5, the assumptions of Theorem 4.3 are satisfied. Thus, there are functions

u™ e L2 HY (YY), o e HY(I x Q;HEM) (4.83a)
such that
o(t, ) — dic in LA(QHSM) as ¢\, 0 (4.83b)
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4.3. LOGARITHMIC TEMPERATURE TERM

and such that
[ =00 2 w0 = 68D (i, 1)
+ /1 /Q Vo LW (u™, ™), ¢)Vu dadt
+ /1 /a - Boo(ul? = wpe,0) AH 1t
+ / / (6, )96 ™ - ¢ + a4(6"), Vo) : V¢ dadt
/ / (6™, Vo™ ¢+ ¢(¢(77)).C_wfg)(u(n),gg(n)).g} dudt (4.83¢)

for all test functions v € H'(I x ;Y V) with v(7) = 0and ¢ € H'(I x Q; TEM)NLP(I x Q; TEM).
Estimate (4.45) for the solution (u(,$() looks slightly different with respect to the boundary
term, namely

)

eSSSUP; g /Q [1/)(]]) (u(n)(g% ¢(n) (g)) .u(n)(g) _ 1/,(77) (u(n)(g% ¢(n) (g))
o™ (1 >|p+ao|w<">< | de

/ / w0|5t¢(")| +lo|Vu(77)| dadt + s / / Pdni-tdat < C. (4.84)

The change in the last term results from the fact that u(™, 3, up., and u have to be replaced by
uO , Bo, Ube,0, and ug in (4.43) and (4.44g). Thanks to assumption (4.77a)

1/,7(;7) (u(n)7 ¢(n)) NG (u(n)7 ¢(n))
1
/ % (wfg)(gu(n)’ dMY - gu(m — Q/J(U)(gu(n), ¢(n))) do — 1/,(77)(0, ¢(n))
0

v

1
/ 1/,(77)(9u(77) s ) Al — ky
0

Y

1
/ 0.0 ko|a™|?) — ky.
0
Therefore for almost every ¢ € T
| G @ @60 0) @ = B, 60 do = 0 [ 170 Oz -1).
Q

In view of (4.84), applying the Poincaré inequality D.14 on uén) furnishes the estimate

[ || L2(r.120)) < € for all n € (0,7). (4.85)

Estimate (4.48) provides
T—s
/ /(u(n) (t+s) — w(™ (t))
0 Q
(WP @ (4 5), 6 () = P (WP (1), 6 (1)) dadt < Cs. (4.86)
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

4.3.3 Estimate of the conserved quantities

Let x(t) := X(0,7)(t) be the characteristic function of the interval I =1(0,1), and define

t+9
vs(t, ) = YL X(s)¢(3> (u(")(s,z),gb(”)(s,:r))ds.
t

The functions ¢s5(s) = +X(—s0)(s) constitute a Dirac sequence (cf. Definition D.10). By the
assumptions in G1 and (4.83a)

Vo (@™, gy = ) (0, )7, 4 wf:;(n) (W™, MYV e L2(I; L2( (YY),
and with the results on Dirac sequences in Theorem D.11
05+ XV (U, 607) — VD (™, 60 in L2 L2(; (Y)7)
in the limit as 6 ™\, 0. Since
(ps(-) * x )V (W (-, 2), ¢ (-, 2))) (¢)
= [t = VD (W 5,2). 6 (5. 0)) s

t+6
7[ x(s)wag) (u(")(s,x), (b(")(s, x))ds = Vs
t
it is clear that Vs € L2(I; L?(2; (Y™))) and, hence,
Vo — XV (™, ¢) in L2(1; L2(2; (Y )7)).
Analogously vs — qufﬁ) (u, @MY in L?(I; L?(; Y'N)), thus it holds that
vs = x) (™, 6) in L2(1; H' (YY), (4.87)
Define
1 1
5 N _ =6 — _ _
1(t) =5 (F+0)—f1), 07 F(®) =5 (f() = Ft—9))
for a function f : R — Z mapping into some Banach space Z. Then
dws(t,x) = O (x()WD (W (- x), 6 (-, 2)) (1),

hence vs € H (I x ;Y N)if 6§ < T — 1.
Let ¢ = 0 and v = v; in (4.83c) and suppose that § < 7 — £. Then

0= // —0vs - (wfg) (u(n)’(b(n)) _ wfg) (wic, ¢ic)) dadt
I1JQ
+ // Vs : LW ™, ), 6™V dadt
I1JQ
* // V5,0 - ﬁoo(“gﬂ — Ube,0) dH4=1at. (4.88)
IJoQ2

Extend (u(™, () for t € (—6,0) by (uic, ic). Using
y-(y—2)=3((y+2)+w—2) =2 > 3@w+2)-y—2) =5(y*—2[*) Vy,zeY"
it holds that

- / / Byvs - (D (@, $0) — D (s, b)) dadlt
I1JQ
T
__ / / XV (| 3 - (0 (| $M) — D (s, 10)) dadt
0 Q
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4.3. LOGARITHMIC TEMPERATURE TERM

t—6
- _ /t / %wfﬁ)(u(")(t+5)’¢(")(t+5)) . (Qﬂfg)(u(n)(t)’(b(n)(t)) —w,(ﬁ)(uz-c,@c))dxdt
0 Q
+ / t §w53><u<"><t),¢<"> (£) - (0 @™ (), 3 () — D (wic, die)) dadt
0 Q
_ /t/ % 7(717) (u(n) (t), oM (t)) - (1/,7(717) (u(n) (t —9), M (t — 6)) dadt — ¢§3) (tie, bie)) daedlt
Q
O75 )
+ / / S0 (P (), ¢ (1)) - (5P (D (8), ¢ () — Y\ (tic, pic)) dadt
= / 25/ o (D)2 = [ (@t 8), 6 (¢ — )| ) dadt
1 0
= §7€ HW)( (77)( t), ¢(n)( HLZ(QYN)dt 27[_6|W,(17)(U(77)(t)a¢(")(t))|\%z(9;yw)dt

1 ' 1
= 5 - 6Hw7(17)(u(77)(t)3(b(n)(t))H%Z(Q,YN)dt - §Hw,(17)(ulca(blc)H%Z(Q,YN)
i—

Using again the properties of a convolution with a Dirac sequence it holds that

7{ P @, 6P W) By at = (7« P 6 ) ) ()

= [P (@), 6 ()12 (v v

for almost every ¢ € I, whence for the first term on the right hand side of (4.88) thanks to (4.79b)

/ / Byvs - (B (@™, 6™ — 0 (e, 41,)) dadt

1
> —7[|
2z_a

- IIW”( (@), 6" (D) 72y vy — C (4.89)

Y ou(u(t), §(1)) |72y vy dt — —Hw(" (tic ic) |22 (v

for almost every t € I as § — 0.

Now, consider the second term of (4.88). By (4.87) as 6 — 0

// Vos : LD (@™, 60), 600 )Tu® dedt

Q

_ // wifﬁ)(u n) 7(]5 n) ): L(7/)(3 (u n ,(z,(n)),(z,(n))vu(n) dxdt
Q

)

/ / (Vu® : g, 6P LD (), ), 6 TuD) drdl

Q

4 / / (Vo ;w(;ii(u(n),¢(n)>L(¢(g)(u(n)7 #),6) V) dzdt. (4.90)
1Ja ’ ’
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

Thanks to assumption (4.78)

Vul () (@ D)L (| $0), g0 )70
= |Vug")|2g(;7)u (u ("))Loo(q/)(ﬂ)( () g(m)y, M)
+2v Z Vul” - Ly (@ (™, M), ) 7ul"
7,7=1

+Zh vu(n) /\( ((n)) (¢(n)( ¢(n)),¢(n))vu(n),

The integral of the second and the third term can be estimated using (4.77d), (4.2e), and (4.84):

‘//QVZV“(W) (Wl (u("),sb(")),fb("))VuS")dzdt‘

7,7=1
+‘ / / > h(ga)Vu™ AL (D) LD (™, M), )70 dxdt’
1Ja
< (2V+M1%1)L0//|vu<’7>|2dxdt < C.
1JQ

The positivity of L (see assumption E2) implies Lgg > 0, therefore for the integral of the first term

/ / ul” P () Loo (0w, 6®), 6 ddt > 0.

In view of (4.82f), by the assumptions (4.1e) and (4.2e) and using the estimate (4.84)

) . (M (0 () () M) (4,0 Ay ) ()
[ [ 900 0 6 L (60, ) Tl

t
< ks / /Q VM| LD @™, ), 600)Tu™ | dadt
0
1
< k3L / / Vo™ ||[Vu™| dzdt
0 Q
i
< kgLo//%(|V¢(")|2+|Vu(”)|2)dxdt < C.
0 Q

Together, (4.90) gives for the second term of (4.88)
// Vs« L (M, 60), $0)Tu® dedt
. / / XTI (@™, M) - LD (@, 60, 60D Tu® drds

> [ 1T P () Lon (0, 6, 6 e (4.91)

Considering the third term of the right hand side of (4.88) observe first that by (4.87) and the
trace theorem D.6 it holds for the first component of vs

vs0 = x¥ (™, ¢) in L*(I; L*(69)).
This yields with the assumptions in G4 and since it follows from (4.84) that (4.80c) is satisfied

// U(S,Oﬂoo(ugn) — Upe,0) dHIT 1AL

1Jaa

// xwfﬁg(u(”’,qﬁ(”’)ﬁoo(ué"’ — Upe,0) dHIT1AL
1Jaa
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4.3. LOGARITHMIC TEMPERATURE TERM

i
- / / (D (W, 2 6 — D (0, 27, 6M)) oo (" — wpe0) dHd

/ / B (e, 8, 60 B (ul? — wpe ) AR dl
o0

- / / / S (0uS” 4+ (1= O, 2, 6) A0 - ool — upe.0) dHA 1l
o0 dé ,
=iVbe,6
t
_ 51/ / W% (Ube.0, a(n)7¢(n))||ugn) — Upeyl dHA1at
o0
- / / (") ™ Useo) / 1/’(33% (b8, 7, 6) d9) ﬁoo(ugn) — Upe,0) dHI AL
o0
— (m) (77) ()
ﬁl”l/{u (ch,0,¢ HLZ(I;L2(6Q;YN))(HU0 ||L2(I;L2(BQ;YN)) + ||“bc,0||L2(1;L2(asz;yw))
S (4.92)

Altogether, choosing (v, () = (vs,0) in (4.83¢c) yields as § — 0 with (4.89), (4.91) and (4.92)

esssupzef |97 (ul (1), 8 (1)) |[7 20y vy < C (4.93)

for all n € (0,7].

As a conclusion from (4.84), (4.85), and (4.93) there are functions u € L2(I; H}(Q;Y)),
be L2(I; L2(Q;YN)) and ¢ € HY(I x Q;HEM) N LP(I x Q; HEM) such that for a subsequence as
n — 0 (in the following, convergence in general holds only for subsequences without stating this
explicitly)

um — g in L2(I; H*(; YY), (4.94a)
ulm =y in L*(I; L* (0 YY), (4.94b)
1/,,(3) (u(n)7¢(n)) p in L2(I; L2(Q; YY), (4.94c¢)
oM — ¢ in H(I x Q;HxM), (4.94d)
oM = ¢ in LY(I x Q; HEM) and almost everywhere, ¢ = 2, p. (4.94e)

The goal is to show that (u, ¢) is a solution to (4.81d) by considering the limit of (4.83¢c) as n — 0.
Strong convergence of Vé(n) to V¢ in L2(I; L2(Q; (TEM)4)) can be shown as in Subsection 4.1.5.
As a consequence, (4.31), (4.37a), (4.37b), and (4.38) hold true with ¢(® replaced by ¢(") and ¢(™)

by (:

wo(¢1") = w4 (6) in L7 (1 x ; TSM), (4.95a)

a.ve(d™, V™) = avy(p, Vo) in L(I; L*(; (TZM) ), (4.95Db)
a5, V™) = a 4(¢, V) in L*(I; L*(Q; TEM)), (4.95¢)
w(@M, VM) - 0" — w(¢, V) - in L'(I; L1(Q)). (4.95d)

It remains to identify b with 1 ,,(u, ¢) and to show 1/1((;7) (u, M) 4 4(u, $) in L2(I; L2(Q; TEM))
and pointwise almost everywhere.
As a first step it is shown that the temperature is nonnegative. Define

Wi = {(t,x) €I x Q:ug(t,x) > 1}, |[Wi|:= L (W)
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

The set I x Q@ C R¥*! has finite measure, whence the norm on L'(I x Q) can be estimated by the
norm on L2(I x Q). It follows from (4.93) and assumption (4.77j) that

c > / [0 () 6| ddt
IxXQ
> / W) (™, )| dadt
IxQ
> / D () 6| drdt
Wy
> /’kzn(ug’)—l)—kg dadt
Wy

> k:,]/W lul" — 1| dzdt — ks|W4.

The weak lower semi-continuity of norms implies

/ (uo — 1) dadt < liminf/ lul" — 1| dzdt < lim inf Okl _
%% =0 Jw, n—0 kn
hence |W;| = 0 and
ug < 1 almost everywhere. (4.96)

4.3.4 Strong convergence of temperature and chemical potentials

The goal of this subsection is to show strong convergence of the u(” to u in L? (for a subsequence).
Since the phase field variables are not of interest here, the value ¢ (t,z) at which ¥ and its
derivatives are evaluated is dropped for shorter presentation.

Using (4.77a), it follows from (4.86) that

T —s 1
() _aeny . [ Lo, m e
sC > /0 /Q(u"(t—l—s) u"(t))/odewg(em(tﬂ)fu 0)u™ (1)) d6 dzdt
T —s 1
- / / (™ (t + 5) —u (1)) - / ) (v9) A (u™ (¢ + s) — u™ (1)) dwdt
0 Q 0
T —s
|7 (m) _ () (4))2
> /0 /Q o @ (¢ + ) — 2 (4)]? dadt. (4.97)

Extending @ by zero if t € R\(0,7) or if z € RN\Q, (4.97) and (4.85) yield
/ G (¢ + ,2) — (¢, 2)[2 dadt
R JR4

7T —s
= / 1@ (t + s, 2) — @ (¢, 2))? dedt
0 Q

0 T
+/ /|a(”)(t+s,x)|2dxdt+/ /|1](’7)(t,x)|2dxdt
—sJQ T—5JQ
— 0

as s — 0.
To obtain an analogous result for differences in space consider

O = {xeRd Lo+ 0heQ vee[o,1]}
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4.3. LOGARITHMIC TEMPERATURE TERM

for some h € R?. By the assumptions on €
LY\ — 0and L1(Q —h)\Q) -0  as|h| —0

where Q@ — h = {z —h : € Q} and L% is the Lebesgue measure of dimension d. By (4.84) there is
a upper bound for {Hva(n)||LQ(I;LZ((Z;(HZN)d))}ne(ovﬁ], hence

/ 12 (¢, & + h) — @ (¢, 2)|? dadt
/ / / —u<’7> t,x + 6h) de} dadt
+ / / G (2 + ) — @ (¢, 2) 2 dadt
R4\,

T
/ /Qh
/ / 1™ (t, 2 + h) |2dxdt—|—/ / )(t, ) |? dadt
Q-h)\Qp, Q\Qh

///|Vu(”)tx+9h)|2d9|h|2d:cdt
Qh

+ C(LH(Q — h)\Qp) + LYQ\Q))
- 0 as |[h| — 0.

1 2
/ Va(")(t,x—i-Hh)-hde‘ dadt

The Riesz theorem D.15 furnishes that the set {@(™}, is precompact in L2(I; L*(Q; TEN)). By
(4.94a)

™ — % almost everywhere and in L(I; L*(Q; TEN)). (4.98)
It holds that
(ud” (¢ + 5) = u§” ) (0 (" (t + 5), 7" (¢ + 5)) — LD (ug” ¢+ 5), 87 (1))

= (Wt +s)—u§"(t)) / TV b+ 5), 027 (t +5) + (1 0)a™ (1)) df

=:Dg

(WS (t + 5) — u§" (1)) / 1 (St + ), T0) A6 - (A (¢ + ) — @ (1)), (4.99a)

Analogously
(@ (¢4 5) = a0 (0) - (07 Wt + ) =0 (1)

— @M (t4s) - am( / S (ug) 0 (u (¢ + 5) — u(2)). (4.99b)
Estimate (4.86) means that
T—s
/ / W (¢ + 5) — (1)) - (00 () (¢ + 5)) — () (W (1)) ddt
T —s
M+ 8 — ™M) - (P (WD (4 5)) — D (M x
+/0 /Q< (t+5) - a®(1)) - (D@Dt + 5) — 0D (W (1)) dedt
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

/T / sOuS” () (0D (D (¢ + 5)) — 0 (WP (¢ + ), 2P (t))) dadt

+ o [ 500 0 ¢+ 5.5 0) = 02 1) dact

T—s
/ / 505 (t) 1/1(") (u(t + 5)) — 1/1,(3) (u(t))) dudt.

Plugging the first and the last term of the right hand side to the other side yields thanks to (4.99a)

and (4.99b), taking the assumptions (4.77d) and (4.77h) into account,

/T S/ 00 (¢ 1 8) — u{P(t £) () (u Wt +5), a™M (1)) — W (u(t))) dwdt

IA
S— 3
\]
S~ 3

soful” (¢ / (" (t+ s),Tg) 6 sa“(ﬂ)()}dxdt

7T —s

+ / / sOFuM (1) - / w(gi(vg)d&safu(")(t)‘d:cdt
0 Q o '’

+

1 M

IA
S—
0
;3\

7T—s
+/ / s9ul™ (1) /Zh Sa)\D). (vg) 6 - 505 i ()’dzdt
0 Q

7T—s
+/ / safﬂ(”)(t)~/ 2yIdN+Zh ba )\ M(vg)desafﬂ(")(t)‘dzdt
0 Q 0

T —s
M -
<9 / / 5 Falug? (¢ + ) = ufl ()] (¢ + ) = 7 (1)) dadt
0 Q
/ key|a ™ (¢ + s) — @™ (8))? dwdt

Q

|

In view of (4.97) and (4.85) this is for s <1

T —s 1/2
< of / [ug? (¢ + 5) — ul ()] dadt
0 Q
1 7T —s 1/2
\/g(_/ /|a(77)(t+3)—ﬁ(n)(t))|2dxdt) ) +sC
S Jo Q
< V5O llarza @) +5C
< VsC

For 6 € (0,60) define
1
uy’s := max ( - g,min (19, uén))) = Ks O uén),

ie. ué") is projected onto the interval [f%, 1 — 4] by the truncation function ks. Let

WH(s,n) = {(t,x) € I x Q:u{"(t,x) >1 =6}, |WT(6,m)|:= LT WT(5,n),

120

sopul” (1) / Zh Sa) AL (" (t + 5),T9) dB - s@fﬂ(”)(t)’dxdt

(4.100)

(4.101)



4.3. LOGARITHMIC TEMPERATURE TERM

which means that u{’) =1 — & on W*(8,7). With (4.93) and (4.77j)

C

Y

/I . )] dod
X

Y

/ ke (Ul — 1+ 6 — §) dadt — kr|W (5, 7))

W+ (8,m)

= by [l dadt — (8 4 k)W Gl
W (6,m)

Since ky — 00 as 7 — 0 and as [W*(d,7)| is bounded by L4!(I x Q) for all § and 7 there exists
7(6) and C' > 0 independent of § such that for all n < 7(4)

/ ® — 0 dadt < & 4 (5 + ﬁ)|w+(5, )| < C6.
W+(8,m) ’ Ky ke
On the set
1
W=(6,n) = {(t,x) eIx: uén)(t,x) < —g}

it holds almost everywhere that |ué - ug@ 5 = (fuén) - Hl < (=~ uén))é < (- ("))2 therefore

55
|ug7) (")| < 6|u0 |2 As by (4.85) Hu ||L2 1;02()) is bounded by a constant independent of 7

/ |ug7) — uén§| dzdt < C9,
W= (6m) 7

and since uén) and u(n) agree on I x Q\(W™*(§,7) UW ~(4,n)), altogether the following convergence
result is obtained (for an appropriate diagonal sequence):

/1 ) ud” —ul)|dzdt — 0 as 1,6 — 0. (4.102)
Observe that
W (g (t+ 5), @ (1), 0 (1) — ) (u" (1), @™ (1), 67 (1))
/O S Ou ¢+ 5) + (1= 0 (1), 2 (1), 67 (1)) 0

=:v0,6

1
= / (w00, 8 (1), 6D (1)) - (ul” (t + 5) — ul” (t)) A0

(n)(t+s)
- /. ey (00T 0,67 0) dvs
uO" t

Thus the estimate (4.100) reads
T—s (T’) (t+s)
Cv's > / / / g (v, @ (2), 67 () dvo g - (ug” (¢ + ) — u” (1)) dadr.
Q 7 (t)

By the convexity of ¢ clearly w(ﬁguo > 0. Replacing u(n) by ug

side of the above inequality leading to

(") can therefore only lower the right

T—-s (t+s)
CyVs > / / / wfgguo(v079,a(n)(t),qg(n)(t))dvoﬂ.(ué?é(t-i—s)_ué’?g(t))dxdt_

(77) ) (1)
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CHAPTER 4. EXISTENCE OF WEAK SOLUTIONS

But then vg ¢ € [f%, 1 — 4] where, for 1 small enough, ™ coincides with 1. In particular, there is
a constant co(6) > 0 such that 1, (v, 8™ (£)) > co(5). Therefore

T—s
Vs > / / eo(6)[u)(t + 5) — ulT) (1) dadt.
0 Q

Since |ug@| < |ud], by (4.85) there is an upper bound for Hug”g”L2([;L2(Q)) independent of n and
§. Since by (4.101) ug?g = kg o ul”) where k5 € WL(R), the chain rule for Sobolev functions
and (4.84) gives that there is also an upper bound for the set {”vug’g||L2(I;L2(Q;Rd))}n7§. Applying

analogous arguments as above for @("), for a given §, the set {ug@}n is precompact in L2(I; L*(Q)),
whence in L!(I; L' (Q)), too.

The convergence result (4.102) together with an argument involving diagonal sequences (choose
first § sufficient small and after choose an appropriate n) implies with (4.94a)

uén) — up almost everywhere and in L'(I; L'(2)). (4.103)

4.3.5 Convergence statements
Consider the set
Wo = {(t,x) € I x Q:up(t,z) =1}, |Wo|:= LTI (Wp).
By (4.98), (4.103), and (4.94e)
1/1(;73 (u("), (;5(’7)) — 1y (U, §) = 00 almost everywhere in W.
But the estimate (4.93) gives in view of (4.94c)
19,00 (u, D) L2 (Wi vmy < ligljgf 195 (W™, )| L2 wovvy < C,

therefore [Wp| = 0. As a conclusion, taking (4.96) into account, uén) — uo < 1 almost everywhere

which proves the first assertion in (4.81b).

If ug < 1 the kind of way as ¢ approximates ¢ = ¢(© implies that ¥\ (u, ¢) = 1. (u, )
as long as 7 is big enough. Therefore by (4.98), (4.103), and (4.94e) 1/1,(3) (u™ pM) — 4, (u, @)
almost everywhere. In view of (4.94¢) b = ¢ ,(u, ¢), i.e.,

PP (™, ) = pu(u,¢)  in L1 L7(2). (4.104a)
Analogously as done in Subsection 4.1.5 for u(™ (cf. the result (4.29)) it can be derived that

Vo : L (u™, M), oMV — Vo1 L, (u, ¢),¢)Vu  in L*(I; L'(2)). (4.104b)

The assumptions (4.77b) and (4.77i) together with estimate (4.85) yield that the functions

HW(;Z) (um), ¢("))||L2(1;L2(9;TZM)) are bounded by a constant independent of n so that there is f €
L2(I; L2(Q; TSM)) with

P (™, M) ~ f in LA(I; L3(Q; TSM)).
Since ¢(" — ¢ and zbfg) (u™, pM) — 4, (u, ¢) almost everywhere it holds that (see Lemma 4.11
in Subsection 4.2.3) z/Jfg) (u, pM) — 1 4(u, @) almost everywhere, therefore f = 1 4(u, ¢) and

W5 W, 6M) = y(u,9) in LX(L; L TEM)), (4.104c)

The convergence results (4.95a)—(4.95d) and (4.79a) together with (4.104a)-(4.104c) complete
the list necessary to let n — 0 in (4.83c), i.e., (u,®) indeed solves (4.81d). Since assertion (4.81c)
can be derived as in Subsection 4.1.6 the proof of Theorem 4.12 is complete. |
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Appendix A

Notation

a(p, Vo) gradient entropy term (2.6a)
A index set (1.17b)
A B Chapter 3: integration constants
B®) =5 (u,¢) - u— ) (u, ) (4.57)
B, ball with radius ¢
C; concentration of component i € {1,..., N}
c = (e,c1,...,cn) € YN vector of the conserved quantities (2.3a)
¢ = (c1,...,cn) € BN vector of the concentrations (2.3b)
C estimation constant, may change from line to line
cme space of m € N times differentiable functions,
the m* derivative being Holder continuous with coefficient o € [0, 1]
d € {1,2,3}, spatial dimension
Dij,Df\,i, D; diffusion constants, see Section 1.4.2
e internal energy density
f (Helmholtz) free energy density
g Chapter 1: (Gibbs) free energy density
Chapter 4: convex function in wg
g Greens operator (1.8)
h interpolation function (2.29), see also assumption A2
He d-dimensional Hausdorff measure
! = W2 Sobolev space
I=10,T] time interval
Ji flux of the conserved quantity ¢;
Ljj Onsager coefficients for the fluxes (1.5)
L Lebesgue space, p € [1, 0]
Mas(V) mobility coefficient (1.14)
M number of phases
N number of components
PE projection onto TXX, Definition 1.1, Section 1.1.1
Qa,8,5m Qa,Bn,ext sets of quadruple junctions, see Subsection 1.1.2
R, gas constant
R = f—i scaled gas constant
S Chapter 1: bulk entropy density
Chapter 3: arc-length
t time
T temperature
T0.8,65 ToB,eat sets of triple junctions, see Subsection 1.1.2
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APPENDIX A. NOTATION

a,exrt

Vext

ap(v)
oap(v)

HxK
TEK

¢(k)
k)

w(¢, Vo)
0,00

ao

Vr, Vs
Vr:, V-
Ax, At

= (%1, %, ey ﬁTN) thermodynamic potentials
outer expansion of u (3.17)

inner expansion of u (3.24)

Chapter 4: test function

normal velocity of interface I'ng

molar volume (allover assumed to be constant)
multi-well potential (2.6b)

Sobolev space, m € N, p € [1, 0]

Galerkin space (4.9b)

Galerkin space (4.9a)

=R x HEN

Chapter 3: scaled distance, = =

surface entropy on I'ng

phase boundary between phases 2, and Qg
external boundary of phase €,

small length scale related to the diffuse interface thickness
Chapter 4: test function

Chapter 4: limit parameter

angle between interface normal vector

and the first axis of a given coordinate system
local deformation (1.20)

scalar curvature of I', g

Lagrange multiplier (2.11)

chemical potential of component ¢ € {1,..., N}
chemical potential projected onto TEN, T = Ppu
unit normal vector, Chapter 4: limit parameter
normal vector on I'y g

outer unit normal vector on 9f2

(rotated) capillary forces acting on I'ng (1.15)
surface tension on I'yg

Gibbs simplex (1.1b)

plane in which ¥ lies (1.1a)

tangent space onto ¥ (1.1c)

unit tangent vector

phase field variable of phase «

= (¢1,...,0n) € XM phase field variables

outer expansion of ¢ (3.17)

inner expansion of ¢ (3.24)

characteristic function of some subset of I or C €2
reduced grand canonical potential, cf. Definition 2.4 in Subsection 2.4
mobility coefficient in the phase field model (2.8b)
open, bounded domain, C R?, with Lipschitz boundary
region occupied by phase «

(intrinsic) normal time derivative (C.1)

surface gradient (C.2)

surface divergence (C.3)

grid constant and time step in the numerical algorithms
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Appendix B

Equilibrium thermodynamics

The following facts are based on [Haa94], Chapter 5, and [Miil01], Chapter 7.
Consider a thermodynamic system with K components. The extensive quantities are

volume,

entropy,

(Helmholtz) free energy,

(Gibbs) free energy or free enthalpy,

20w <

mass of component i, 1<i<K,

and the intensive quantities are

M; - chemical potential (per unit mass) of component i, 1<1i< K,
P pressure,
T: temperature.

Additional quantities and densities are defined as follows:

b: grand canonical potential density,
ci: concentration of component i, 1<i < K,
e: internal energy density,

(Helmholtz) free energy density,

g: (Gibbs) free energy density,
i chemical potential (per unit volume) of component i, 1< < K,
s entropy density.
Fix the temperature T and the pressure P, and consider (Ny, ..., Ni) as variables. Then

G:G(Nl,...,NK), Ml:aNlGl(Nl,,NK)

The total mass and the concentrations of the components are defined by
N
N::ZNi, ==, 1<i<K.

The chemical potential M; being intensive quantity implies

MZ()\Nl,,ANK):Mi(Nl,,NK) VA > 0.
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APPENDIX B. EQUILIBRIUM THERMODYNAMICS

Therefore M; can be written as a function in the concentrations,
M; = Mi(cq,...,cx) = M;(¢)

where ¢ := (c1,...,ck). Since G is extensive it holds that
G(AN1,...,ANkg) = AG(Ny,...,Ng) VYA >0.

Derivation with respect to A yields at A =1

G(va"'aNK) = ZaNlG(vavNK)Nz = ZMi(Clv"'ch)CiN-

Let
G —_

g::N ZMi(Cl,...,CK)Ci.

B.1 Lemma In the above situation the following identity holds:
M;:= (PEM)-e; =V.5-PEe;, e = (5ij)§<:1_
Proof: For some small § € R set
ts .= ¢+ 0PKe;, Ns:=Nés=Ne+NPEe; = (Ny,...,Ng)+ NPEe,.

It holds that ¢s € HEX and N = Z;il(N(;)j, (Ns); being the components of the vector Ns. A

change of the mass fractions into the direction P*e; does obviously not change the whole mass in
the system. Therefore G(Ns) = Nj(¢s) for all §. Using the symmetry of PX the identities

05G(Ns = VNG(Ne) - NPKe; = NM(¢) - PXe; = N(PEM) -e; = NM;

)|6:0
and, on the other hand,

95(Ng(5))|5_o = NVeg(e) - PRe;
yield the desired identity. O

When relaxing into equilibrium the system may perform work against the pressure. If the
volume changes by dV then the work performed is given by P dV. Following [Haa94], Section 5.1,
the term P dV is small under usual solidification conditions. Therefore, the volume V is kept fix
(cf. the assumptions in Subsection 1.1.1). Since F' = G — PV the free energy and the free enthalpy
only distinguish by a constant. Moreover, by Assumption S4 in Subsection 1.1.1, the mass density
p= % is constant so that the total mass IV is constant, too.

In the following the temperature is taken into account and not fixed any more, i.e.,

Mi:Mi(T,Ci,...,CK), G:G(T,Nl,,NK)

Defining
- F G-PV _ 1% P
f = N = T :g—PN :;Mi(T’Cl"“’CK)Ci_;
and using that p is fixed it is clear that f is a function in (T,c1y. .., CK).

B.2 Lemma Under the assumptions in Subsection 1.1.1 the following identity holds:

M;:=(PXM)-e; =V:f - PKes, e = (6;5)K

=1
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Proof: The proof can be done analogously to the proof of the previous Lemma B.1. Observe
that f =g — P% and the last term is independent of § when considering variations of ¢ as in the

proof there. This is why the free enthalpy can be replaced by the free energy. U
Let

pi(T,e) = pMi(T,¢), (B.1)

f(T,e) = pf(T,&) =" mi(T,&)ec; — P. (B.2)

The entropy density is given by s = —0rf. By Lemma B.2
df = —sdT' + - de.

If f is concave in T then the Legendre transform (cf. [ET99]) e of —f with respect to T, the
internal energy density, is a well-defined real function, and there are the identities

e=T0r(—f)—(=f)=f+Ts, de=Tds+p-dc. (B.3)
As a consequence, for the entropy density it holds that
) 1@
s=s(e,¢), ds= Tde 7 de. (B.4)

If f is convex in ¢ then, analogously to the definition of ¥ in Section 2.4, the Legendre transform
b of f with respect to ¢, the grand canonical potential, is a well-defined real function, and the
following identities hold:

b=¢-Vof —f=¢-i—f, db=sdT +¢-df. (B.5)

During the above computations always a system in equilibrium was assumed. In thermodynam-
ics of irreversible processes local equilibrium is assumed so that the above results still hold. This
fact is used during the derivation of the model with moving boundaries in Chapter 1.

Now, let a, 8 be two phases present in the system. At fixed temperature (and, as before, fixed
volume, pressure and mass density) there is the equilibrium condition.

Mf =M’ 1<i<K.

This can be derived from the equilibrium condition dG = dG* + dG? = 0. Equivalently, by (B.1)
at constant mass density p

pe =pf, 1<i<K (B.6)

There is another equivalent expression involving the free energy densities:

B.3 Lemma In the above situation two phases are in equilibrium if and only if
Y =n’ Vi and fP—7. P =fr—pe. e (B.7)
Proof: By (B.2) f+P =), pici = ju-
1 1
— . K A P &) — )
Paf-p-e=(Udg =P)n)-e= (1) - e = 21 (1:0) = ?;””

=1

o

, hence

Now, it is easy to see that
pe=pl Vi = pr=p Vi oand Y pr =Y "4l
i i

from which the equivalence of (B.6) and (B.7) can be concluded. O
As a last remark observe that by (B.5) the condition (B.7) is equivalent to

Y =7 Vi and % =0b°. (B.8)
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Appendix C

Facts on evolving surfaces and
transport identities

Let I = (0,tend) C R be a time interval and let m,d € N with m < d.

C.1 Definition (X;):c; is an evolving m-dimensional surface in R? if

1. for eacht € I, the surface ¥; can be parameterised over a fixed smooth orientable submanifold
Uc Rm-{-l7

2. the set X' := {2’ = (t,z) : t € I, z € ¥;} C R x R is a smooth m + 1-dimensional surface,
3. the tangent space T,/Y' is nowhere purely spatial, i.e., T,»%' # {0} x V with V = R™+1,

The spatial tangent space of dimension m in = € ¥; is denoted by T,X;, the spatial normal space
of dimension d — m by N, %; := (T,%;)*. There is a unique vector field o : ¥’ — R4*! such that
(1,75(t,z)) € TpX and Ux(t,z) € Ny3y; vs(t, ) is the vectorial normal velocity of the evolving
surface. It can be verified that

T = {(s,802(2") +(0,7): s e R, 7 € T, %},

NY = {(-vs(@) v,v):ve Nt

Let ¢ be a smooth scalar field on ¥’. The derivative
ao(p(l’/) = 6(17{;2(1/))@(,%/) inz’ = (t,l’) S Z/, (Cl)

is the normal time derivative of ¢ in z’ and describes the variation of ¢ when following the curve
d — ¢(0) € X446 defined by ¢(0) = x and 95¢(0) = Us(t + 6,¢(d)), § € (t — do,t + Jp) with some
small § > 0.

Let (7 (t, z))5-, be an orthonormal basis of T;X;. By 0, ¢(z) the differential of ¢ into direction
(0,7%) € T, X' is denoted. The surface gradient of ¢ in 2’ is defined by

Vep(a') = 0r (2’ )1, € TaS (C.2)
k=1

Let J be a smooth vector field on X'. The surface divergence of @ in z’ is defined by

Vs - (P Z Tk(p (CS)
k=1
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APPENDIX C. FACTS ON EVOLVING SURFACES AND TRANSPORT
IDENTITIES

If m = d — 1 the normal space N,X; has dimension one, and Y’ is orientable. Then there is a
smooth vector field vs; of unit normals, vs(2’) € N3y, |vs(2')|2 = 1. The (scalar) curvature and
the curvature vector then are defined by

Ky := —Vsx vy, Ry := kxvs. (C.4)
Moreover, the (scalar) normal velocity then is defined by

vy = Uy, - Us), (C.5)
and the following relation, derived in [Gur00], Chapter 15b, holds:

0°vs, = —Vsxos. (C.6)

C.2 Definition I" := (T';); is an evolving m-dimensional subsurface of ' if
1. the set I'; is a relatively open connected subset of ¥; for each t € I,

2. the boundary O := (9T';), consists of a finite number of evolving m — 1-dimensional surfaces
such that, locally for each t € I, OT'y is the graph of a Lipschitz continuous map.

A vectorial normal velocity Usr can be assigned to the pieces of I while IV obviously has the same
vectorial normal velocity as ¥/, namely 0.

In some point x € Iy the tangent cone on I'; is denoted by T,I';. If x is in the interior of
one of the pieces the cone is a half-space of T,Y;. Besides then the boundary of T,I'; in T,%;
coincides with the tangent space of the boundary 0T, i.e., T, Iy = T,9I';. In such points x there
is a unique unit vector 7 € T;3; N N, Oy with

mm-7<0 forall 7€ T,Iy. (C.7)

This vector 71 is said to be the external unit normal of I'; with respect to ¥;. For example, in
Figure 1.1 where d = 2 and m = 1, the external unit normal of I',3 in the triple junction is 7,5. A
set corresponding to ¥; can be obtained by smoothly extending I',3 over the triple junction.

Let m = d—1 and d < 3. First, a divergence theorem is stated for a smooth surface with
piecewise smooth Lipschitz boundary like I'y as in Definition C.2:

C.3 Theorem ([Bet86], Corollary 4 ) In the above described situation there is the following
identity:

/ (Vs -G+ Ry - @) dH™(x) = / G- mrdH™ L (C.8)
T, ar,

If & is a tangent vector field then Ky - ¢ = 0 so that one gets the usual divergence theorem on
surfaces. It should be remarked that the proof in [Bet86] is performed for smooth 0T'; but there is
a brief note on the above case of a piecewise smooth boundary at the end of Section II(2). Next, a
transport identity is stated:

C.4 Theorem ([Bet86], Theorem 1) In the above described situation it holds for every t € I that

d m
a(ﬂf‘m )

C.5 Remark If vy = 0 and Ky = 0 then I'; is flat, 9° reduces to 0; and Usr is tangential.
Altogether, the Reynold’s transport theorem is obtained.

= / (8090 — 50172 . I%E) de +/ ((,0’(76{* ~TF) deil. (Cg)
Iy

t or':
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Appendix D

Several functional analytical
results

This chapter contains a list a important facts for chap. 4 including references.

D.1 Theorem (Picard-Lindel6f, cf. [Wal96], Theorem I1.§10.VI.) Let 0 € (—6,a) C R be
an open interval and D C R™ an open domain. Let f € C°((—6,a)x D) be Lipschitz continuous with
respect to the second variable, i.e., there is a constant L > 0 such that |f(t,y) — f(t,9)| < Ly — 9|
orally,j€ D,t e (—6,a).

Let yo € D. Then the initial value problem

y/(t) = f(tvy(t))a y(O) = Y0

has a unique solution which can be extended to both sides of t = 0 until reaching the boundary.

D.2 Theorem (Lebesgue, cf. [Al1t99], Theorem 1.21) Consider a set D C R? and p € [1, 00).
Fork € N, let gr, — g in L*(D;R) ask — oo and let fy, f : D — Y be measurable functions mapping
into some Banach space Y such that

(i) fx — f almost everywhere as k — oo,
(ii) |fx|? < gi almost everywhere for all k.
Then fi, f € LP(D;Y) and
fe — fin LP(D;Y) as k — oo.

D.3 Theorem (Rellich, cf. [Alt99], Theorem A6.4) Let D C R? be an open, bounded do-
main with Lipschitz boundary, 1 < p < oo and m > 1. For k € N, let fi, f € W™P(D). Then, as
k — oo,

fx = finW™P(D) = fp— fin W LP(D).

D.4 Theorem (Sobolev, cf. [A1t99], Theorem 8.9) Let D C R be an open, bounded domain
with Lipschitz boundary, 1 < p1,ps < oo and mq,mg > 0.

1. If mq — pil > meo — z% and my > mq then there is the continuous embedding
Hm17p1 (D) [N Hm2-,P2 (D)

2. If mq — pil > mo — }% and my > mso then the above embedding is compact.
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D.5 Theorem (Cf. [Alt99], Theorem 8.5) Let D C R? be an open, bounded domain with
Lipschitz boundary. Then the embedding

Ck’l(ﬁ) N Wk-i—l,oo(D)

exists and is an isomorphism (in the sense that to each f € Wk+L.2o(D) there is a function fe
Ck1(D) with f = f almost everywhere). In particular, it holds that

Wk-i—l,oo (R) — Ck,l (R)

D.6 Theorem (Trace theorem, cf. [A1t99], Theorem A6.6 and A6.13) Let the set Q C R?
be an open, bounded domain with Lipschitz boundary and 1 < p < oo. There is a unique linear
continuous map

S WhP(Q) — LP(0Q)
such that
S(f) = f’asl for all f € WhP(Q) N C(Q).
Let now p < co. For k € N, let fy, f € WYP(D). Then, as k — oo,

fe = fin WYP(D) = fip — fin LP(OD).

D.7 Lemma (Gronwall lemma, cf. [Wal96], V.§29.X.) Let f € C°([0, 3];R) satisfying

t
fO <a+ [ hfeyr
0
where o € R and h € L'([0, 8]) is nonnegative (almost everywhere). Then
t
f(t) < aef’™®  where H(t) = / h(r)dr.
0
D.8 Theorem (Cf. [Zei90], Ex. 23.13) Let I = (0,7) C R be an open interval and let X,Y, Z
be real Banach spaces. Consider the set
W= {ueL’(I;X),u € LI(I; Z)}.
1. The embedding W < C°(I; Z) exists and is continuous provided

(i) the embedding X — Z is continuous,

(ii) it holds that 1 < p,q < co.
2. The embedding W — LP(I;Y) exists, is continuous, and is compact provided

(i) there are continuous embeddings X — Y — Z,
(ii) the embedding X — Y is compact,
(iii) the spaces X and Z are reflexive,

(iv) it holds that 1 < p,q < oc.

D.9 Theorem (Convolution estimate, cf. [A1t99], Theorem 2.12) Let ¢ € L'(R%) and f €
LP(R?;Y) with some Banach space Y, and let p € [1,00]. Then by

(€Nl i= [ o=y = [ ey (.1)
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a function ¢ * f € LP(R4;Y) is defined satisfying
1€ * fllr@ayy < 1Kl @a)ll fll o a;y)- (D.2)

If f has weak derivatives then the weak derivatives of ( *x f are the convolutions of the weak
derivatives of f with (, i.e.

0°(Cx f) = Cx0°f (D.3)
where a = (o, ..., qq) is some multi-index indicating the derivatives with respect to the variables
corresponding to (z1,...,Zq).

D.10 Definition (Dirac sequences) A sequence ((x)ren in L'(R?) is a Dirac sequence if
(e >0, =1, / (x — 0 ask — oo for all p > 0. (D.4)
Rd RI\B,(0)

If { € L*(RY) fulfils ¢ > 0 and [, ¢ =1 then the sequence ((:)e>o defined by

Co(a) == 7%¢(%) (D:5)

is the Dirac sequence associated to (.

D.11 Theorem (Cf. [Alt99], Theorem 2.14) Let ((x)r be a Dirac sequence, Y be a Banach
space, p € [1,00), and let f € LP(R4;Y). Then

G f— fin LP(RYLY) as k — oo. (D.6)
D.12 Theorem (Vitali, cf. [A1t99], Theorem 1.19) Consider a bounded domain D C R? and
p € [l,00). Fork € N, let fi, f: D — Y be measurable functions mapping into some Banach space

Y such that fi, — f as k — oo almost everywhere, and assume f, € LP(D;Y).
Then fr, — f in LP(D;Y) if and only if

sup/ |feP dz — 0 as LY(E) — 0.
k JE

D.13 Lemma (Fatou, cf. [A1t99], Lemma A1.19) Consider a domain D C R® and let { fi}«
be a set of non-negative integrable functions on D. Then

/liminf fr(z)da < hmlnf/ fr(x
D

k—o0

D.14 Lemma (Poincaré inequality, cf. [A1t99], Theorem 6.15) Let the set D C R? be an
open bounded domain with Lipschitz boundary dD. Let J C W1P(D;R¥) be a nonempty, convex,
and closed subset with some p € (1,00). The following points are equivalent:

1. There is some fy € J and some Cy > 0 such that for all v € R* with fo +v € J it follows
that |v| < Cj.

2. A constant C' > 0 exists so that for all f € J
1fllLe(omry < CUIVFllLosmeyy +1). (D.7)

D.15 Theorem (Riesz, cf. [A1t99], Theorem 2.15) Let p € [1,00). A set A C LP(R?) is
precompact if and only if there is a constant C > 0 such that

() swpseallfllzr < C,
(i) supse o [|f(- = h) = fllr — 0 as [h| =0,

(iii) sup e a llfll P @i\BR(0)) — 0 as R — oo.
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