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A lot of questions arise as to more exact bounds for $c c$
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## Vertex orderings - General graphs

## Theorem (G \& Wagner '12)

For every graph $G$, and every vertex $x \in V(G)$, we have

$$
\begin{aligned}
C C(x) & =m R(x)-\frac{n}{2} R_{d}(x)+K_{d}^{\prime}(G), \\
R C(x) & =m R(x)+\frac{n}{2} R_{d}(x)-K_{d}^{\prime}(G), \\
R C_{d}(x) & =2 m R_{d}(x)-K_{d}(G), \text { and } \\
C C_{d}(x) & =K_{d}(G) .
\end{aligned}
$$
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## The construction of square tilings



- Think of the graph as an electrical network;
- impose an electrical current from $p$ to $q$;
- let the square corresponding to edge $e$ have side length the flow $i(e)$;
- place each vertex $x$ at height equal to the potential $h(x)$;
- use a duality argument to determine the width coordinates.


## The construction of square tilings

Square tilings can be generalised to all finite planar graphs, and even beyond

[Benjamini \& Schramm: "Random Walks and Harmonic Functions on Infinite Planar Graphs Using Square Tilings" Ann. Probab., '96]
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## Question (Benjamini \& Schramm '96)
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Theorem (G '12)
Yes!

## Summary

$C C(r)+D(r)=2 W(T)$
$C C_{d}(r)=K_{d}(G)$
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